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Preface
The motivation for this book stemmed from the fact that there are currently no in-
depth books dedicated to the challenge of the Internet of Everything and Big Data 
technologies in smart cities.

The world today is confronting a critical portability challenge, and the frame-
work that moves cities must keep pace with the innovation. This book reviews the 
applications, technologies, standards, and other issues related to smart cities. Smart 
cities have been an area of concern for both academic and industrial researchers. 
Big Data and Internet of Everything technologies are considered the most signifi-
cant topics in creating smart cities. Wireless sensor networks are at the heart of this 
concept, and their development is a key issue if such a concept is to achieve its full 
potential. This book is dedicated to addressing the major challenges in realizing 
smart cities and sensing platforms in the era of Big Data cities and the Internet of 
Everything. Challenges vary from cost and energy efficiency to availability and 
service quality.

This book examines the challenges of advancing Big Data and the Internet of 
Everything. The focus of this volume is to bring all the new idea- and application-
related advances into a single work, so that undergraduate and postgraduate students, 
analysts, academicians, and industry experts can effectively understand the high-
quality techniques related to IoT and Big Data.
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Analytical Review 
of Roles of the 
Internet in the Indian 
Education System

Subir Sinha
Dum Dum Motijheel College, West Bengal 
University, India
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1.1 INTRODUCTION

India, a South Asian developing nation with a huge population, is rapidly rising as 
a responsible global superpower. The nation is maintaining a secular approach with 
multiple vernacular languages. Imparting education and information dissemination 
are becoming a challenging factor in this vast populated nation, but the government 
has overcome the issue through the use of mass media. Mass media is helping to 
impart an education and to disseminate information in a successful way, but the rise 
of the Internet and digitalization has caused this to happen at an even faster pace. In 
the last few decades, various sectors have experienced development. India is focus-
ing on multiple sectors, but the prime focus is on information and communication 

1
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2 Internet of Everything and Big Data

technologies and the education system. Education and information exchange are a 
top priority in India. Education has been important in India since the Vedic age, but 
with the arrival of the modern age, the education system has become modernized. 
The government and private organizations have introduced various initiatives to 
modernize the education system. The main objective is to promote knowledge and 
education for social development. The government and private organizations are 
instructing the educational institutes to use the latest technologies for demonstra-
tion and learning. In the 1990s, the Indian government utilized mass media, such 
as radio and television, for mass education and they organized programs like SITE, 
the Kheda communication project, and the Radio Rural Forum. But with the arrival 
of the Internet, the system has changed. In the present circumstances, the govern-
ment and its education department are motivating educational institutes and teach-
ers to use modern technologies such as computers, the Internet, and projectors for 
presentations along with class lectures for demonstration and learning. The mis-
sion and vision of the education system are to disseminate education and learning 
among the citizens of India in a new way.

The Internet is playing a key role in this process. The use of the Internet is multi-
dimensional and makes the field of information transmission democratic. It provides 
a wide range of valuable information and data to the citizens of India. They are free 
to search and read any information according to their needs using various search 
engines and web browsers. The Internet is helping them to gain information and 
knowledge and transforming the Indian education system into a global platform. The 
Internet gives everyone the opportunity to access and learn any information accord-
ing to his or her choice and need. Now, students can also access various e-books for 
their education. The rise of Wikipedia, the free encyclopedia, is a wonderful case 
study that reveals the access of information through the Internet. This multilingual, 
web-based, free encyclopedia was launched in 2001 by Jimmy Wales and Larry 
Sanger. It serves students and the general public globally by providing a huge source 
of information. Thus, Indian education systems are benefitting a great deal from the 
use of the Internet.

In the age of globalization, people have accepted Internet browsing as a daily 
habit, and surfing the Internet has become a kind of addiction for the new generation. 
The Internet has both pros and cons. It is helping to promote a global educational 
culture and has led to the rapid pace of globalization. In higher studies, students and 
scholars can easily access various materials and research data from across the globe 
through the Internet. They can even share their own work by uploading it to various 
websites. Thus, the Internet provides a means to not just acquire knowledge but also 
make connections with others. Through the Internet, we can talk with anybody about 
any topic. The e-learning facilities the Internet enables are highly valuable for the 
progress of the Indian education system.

1.2 THE INTERNET AS A HUGE SOURCE OF INFORMATION

The emergence of the Internet has brought a revolution to the information and 
education system. Scholars and students who are surfing the Internet are mainly 
getting three types of information and data: educational or study material, formal 

9781032347899.indb   2 04/04/22   3:53 PM



3Analytical Review of Roles of Internet in Indian Education System

information, and informal information. Through the Internet, Indian students and 
scholars also have access to digital e-libraries, which play a vital role in the mod-
ern education system. Various educational institutes and organizations are deliver-
ing valuable formal information regarding admissions, examinations, registration, 
fee structure, scholarships, etc., through their websites via the Internet. In terms of 
the education system, formal information means the authentic organized message, 
notice, or tender published by the educational institutes or government organiza-
tions. This information is highly dependable and trustworthy in nature and is neces-
sary for the progress of the education system in India. The Internet also provides 
information that is informal in character, and its authenticity and validity are less 
important in nature compared to formal information.

1.3 SOCIAL MEDIA AND THE EDUCATION SYSTEM

Social media is not only used for the dissemination of news or to promote social 
relationships, it is also used for the promotion of education. Indian students and 
scholars greatly favor social media for their education. Social networking sites such 
as Facebook support students and educators by delivering relevant information. For 
example, Facebook provides the platform to create groups where various educators, 
scholars, and students can join as members and post data and information. They can 
discuss various subjects in a coordinated fashion, which leads to better outcomes 
in terms of education. In addition, Facebook users can select and “like” various 
web portals where they receive data and information related to formal and informal 
education. Social media for them serves as a platform where they can cooperate and 
share information and knowledge. The users can post various video clips along with 
photographs and graphical representations to the web portal for the betterment of the 
education system and the educators.

YouTube is another video sharing site that provides various video clips related 
to formal and informal education. It teaches viewers proper demonstration and pro-
vides illustrations. Viewers can select videos to watch according to their need; they 
can pause and rewind the video clips. It is a very user-friendly site and tries to pro-
vide full satisfaction to users through its videos.

Another social networking site, WhatsApp, is hugely popular and is also helping 
in terms of education and information transmission. Students, scholars, and educa-
tors can easily transfer any information, data, video, or photographs to their class-
mates or to any educator within a very short span of time. Students and educators can 
create groups, and only the group admin has the capacity to select group members. 
WhatsApp attracts many students and educators because of its easy functioning and 
video calling features.

1.4  THE INTERNET AND THE GOVERNMENT’S 
EDUCATIONAL ORGANIZATION

The government and higher education departments are taking various initiatives 
for the propagation of knowledge and mass education. They are trying to put 
education in a modern dimension, and technologies are facilitating this for the 
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4 Internet of Everything and Big Data

education system by providing modern outlook. In India, both central and state 
governments use various websites for the development of the education system. 
The websites help with information dissemination, coordination, and propagation 
of modern teaching policies.1

An organization such as the University Grants Commission, which became a 
statutory organization of the government of India by an act of Parliament in 1956, 
has the main aim of the coordination, determination, maintenance of standard 
teaching, examination, and research in university education. It also has a website 
for information dissemination. Although various state governments have formed 
their own boards and councils for educational purposes, they are also dissem-
inating formal information through their own websites. These organizations are 
disseminating various notices, circulars, and orders; various schemes; and several 
scholarship programs for students and scholars through their websites. Information 
about seminars, conferences, and research activities are also available.

Recently, the government of India under the Honorable Prime Minister Narendra 
Modi initiated a policy called “Digital India.”2 The Digital India program is a flag-
ship program of the government of India, with a vision to transform India into a 
digitally empowered society and knowledge economy. To this end, Digital India has 
introduced several initiatives taken by both public and private sectors such as I Share 
for India, e-Pathshala, e-basta, and Nand Ghar, which will impart education using 
technologies including smart phones, mobile apps, and Internet services in remote 
areas where it may not be possible for teachers to be present in person. The power 
of technology cannot be denied. It is expected that delivering education through 
this digital platform to children and teachers could be a potential way to bridge the 
education deficit.

1.4.1  Case study: the NatioNal CoNfereNCe of iCt aNd 
“i share for iNdia” iNitiative of the GoverNmeNt of 
iNdia, miNistry of humaN resourCe developmeNt

In India, the Ministry of Human Resource delivers various schemes, publishes vari-
ous reports, issues various notices and orders, etc. Among these, the case study about 
a scheme called “I Share for India” cannot be ignored. The Narendra Modi govern-
ment’s policy of Digital India influenced the Human Resource Development (HRD) 
ministry to launch a number of mobile apps and web-based platforms allowing stu-
dents to access study materials online and parents to keep track of the performance 
and attendance.3 During the National Conference on ICT (on July 11, 2015), the 
Honorable Human Resource Minister announced the initiative of “I Share for India” 
inviting interested groups, agencies, organizations, and community members to par-
ticipate in the creation of an educational resources pool for school and teacher edu-
cation. The program is totally Internet and website based.4 Smriti Irani, the Human 
Resource Minister of India, told reporters, while speaking about the initiatives, “We 
are trying to leverage technology not only to bring more transparency in school edu-
cation system but also to create new learning opportunities for the children.”
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1.5 THE INTERNET AND DIGITAL LEARNING

The Internet and new media are also providing Indian students with digital or 
e-learning facilities. In most cases, this refers to courses, programs, or degrees that 
are taught completely online. Students can utilize electronic technologies such as 
computers and the Internet to access an educational curriculum, instead of going to a 
traditional classroom. High priorities are given to curriculum-based subjects such as 
literature, science, and economics. This is highly effective in imparting meaningful 
education to the students. It is one of the most modernized forms of learning systems 
and is playing a significant role in various parts of India.

A digital e-learning platform overcomes the barriers of geographical and cultural 
boundaries, allowing teachers to bring knowledge beyond the classroom, potentially 
to a worldwide audience. Students and young aspirants from all around the world 
can attend and contribute to lessons, creating global conversations through so many 
different points of view on the same topic, with the result of an enriched educational 
experience. In various research projects, digital learning helps the researcher as a 
form of valuable secondary data. Online education has proven to be highly beneficial 
recently. Utilization of higher education through online courses to a vast majority 
of students not only provides a mass education but also generates a huge source of 
revenue for the education department.

1.5.1  Case study: the “virtual Class” of iNdira 
GaNdhi NatioNal opeN uNiversity

Indira Gandhi National Open University (IGNOU),5 established by an act of 
Parliament in 1985, has continuously striven to build an inclusive knowledge society 
through inclusive education. It has tried to increase the gross enrollment ratio (GER) 
by offering high-quality teaching through the open and distance learning (ODL) 
model. Recently, through the Internet, IGNOU has organized a “virtual class,” an 
e-learning platform developed to deliver an online program. The platform provides 
a complete online experience, from registration to certification.

1.6 THE INTERNET AND DIGITAL LIBRARIES

Reading books and magazines enriches the reader’s mind and heart with knowl-
edge and wisdom. Reading is one of the oldest habits of human civilization. The 
emergence of the Internet has created an extraordinary change in reading culture 
by providing digital libraries. A digital library is a collection of data, books, 
magazine, various valuable manuscripts, or any kind of published material in 
an organized electronic form. They can be accessed through various websites 
via the Internet. Digital libraries vary in size and scope. They have changed the 
system where users do not need to visit a physical library to access its reference 
collection.
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1.6.1 Case study: e-pathshala of NCert

E-Pathshala6 was developed by NCERT for showcasing and disseminating all edu-
cational e-resources, including textbooks, audio, video, periodicals, and a variety of 
other print and nonprint materials, through a website and mobile app. The platform 
addresses the dual challenge of reaching out to a diverse clientele and bridging the 
digital divide (geographical, sociocultural, and linguistic), offering comparable qual-
ity of e-contents, and ensuring free access anytime, anywhere. All the concerned 
stakeholders such as students, teachers, educators, and parents can access e-books 
through multiple technology platforms, that is mobile phones (Android, iOS, and 
Windows platforms) and tablets (as e-publications) and on the web through laptops 
and desktops (as flipbooks).

All the NCERT books have been digitized and uploaded. Currently the e-contents 
are available in Hindi, English, and Urdu. The states and the union territories are 
being approached to digitize and share all textbooks in Indian languages through this 
platform, which will be done in a phased manner. The web portal and mobile app of 
e-Pathshala were launched by Honorable HRM during the National Conference on 
ICT in School Education on November 7, 2015.

1.7 CONCLUSION

The dawn of the twenty-first century has shown the rapid growth of the Internet in 
India. The education sector in India has long awaited an overhaul to meet the grow-
ing demand for a contemporary education system that is accessible to all. In the last 
decade, children and youth in India have become increasingly technology driven, 
revealing considerable potential and readiness to learn using digital media. The uses 
of the Internet are proving beneficial for Indian citizens. The support of the Internet 
in the education system is enormous. It is acting as a powerful tool of information 
dissemination, while on the other hand diffusing knowledge and education among 
the masses for the welfare of society. It is also helping to minimize the digital divide. 
It has proved to be a highly valuable networking system for students and scholars, 
acting as a mass educator. The Internet has provided Indian scholars access to digital 
learning, where students can take courses through the computer. Digital libraries 
(e-libraries) are also helping students access books and published materials directly 
through the Internet. The central government and various state governments are also 
taking various initiatives to propagate knowledge and information through web-
sites. The Indian central government under the Honorable Prime Minister Narendra 
Modi initiated the policy of “Digital India.” The government of India launched this 
program with the vision to transform India into a digitally empowered society and 
knowledge economy. The policy of Digital India highlights the process of digitaliza-
tion in various sectors. In the education system, initiatives like “I Share for India” 
and “E-Pathshala” are the result. Clearly the Internet has placed India and its educa-
tion system on a global path.
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2.1 INTRODUCTION

Currently, people are expressing their thoughts through online blogs, discussion 
forms, and some online applications such as Facebook and Twitter. If we take 
Twitter as an example, almost 1 TB of text data is generated in one week as tweets [1]. 

2
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The tweets can be categorized based on the hash value tags for which people comment 
and post their tweets [2]. Big Data brings the challenge of storage and processing to 
obtain a competitive advantage in the global digital market [3]. Hadoop fills this gap 
by providing storage and computing capabilities for huge data effectively. It consists 
of a distributed file system, and it offers a way to parallelize and execute programs 
on a cluster of machines [4, 5].

In this chapter, we run a word processing application on Hadoop MapReduce, Pig, 
and Hive on a single node under Ubuntu and compare the performance. The chapter 
is organized as follows: Section 1 introduces the work, the objective, and the descrip-
tion of the proposed system; section 2 is a background study; section 3 presents the 
model and the experimental environment; section 4 presents some scripts performed 
and the results on processing applications with MapReduce; and section 5, discusses 
the results; the chapter is concluded in section 6.

2.1.1 objeCtive

Twitter has more than a billion users, and every day billions of tweets are gener-
ated and this number is constantly increasing [6, 7]. To analyze and understand 
the activity occurring on such a scale, a relational SQL database is not enough. 
This type of data is well suited to a massively parallel and distributed system [8] 
such as Hadoop. Our main goal is to focus on how data generated from Twitter 
can be used by different companies to make targeted, real-time, and informed 
decisions about their product and then compare the performance of Hadoop eco-
system tools.

2.1.2 proposed system

The main challenge of Big Data is related to storage and access of information from 
the large number of cluster datasets [9]. We need a standard platform to manage Big 
Data as data volume increases and data are stored in different locations in a central-
ized system, thus reducing the huge amount of data in Big Data.

The second challenge is to extract data from large sets of social media data. In 
scenarios where data are increasing daily [10], it is somewhat difficult to access data 
from large networks if you want to perform a specific action. The third challenge is 
designing an algorithm to deal with the problems posed by the huge volume of data 
and their dynamic characteristics.

The main goal of this chapter is to extract and analyze the tweets and perform 
sentiment analysis to determine the polarity of tweets and the most popular hashtags 
displaying the trends and determine the average ranking of each tweet according to 
topic using different analysis tools.

2.2 BACKGROUND STUDY

In the last few years, the Internet is more widely used than ever. Billions of people 
are using social media and social networking sites every day all across the globe [10]. 
Such a huge number of people generates a flood of data, which has become quite 
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complex to manage. Considering this enormous amount of data, a term has been 
coined to represent it: Big Data [11]. Big Data has an impact in various areas of life 
all over the world.

2.2.1 biG data

As mentioned, data that are very large in size and yet growing exponentially with 
time are called Big Data [12]. They may be structured or unstructured and make use 
of certain new technologies and techniques. Hadoop is a programing framework 
that is used to support the processing of large datasets in a distributed computing 
environment. It provides storage for a large volume of data, along with advanced pro-
cessing power [13]. It also gives the ability to handle multiple tasks and jobs. Hadoop 
was developed by Google’s MapReduce, which is a software framework where an 
application is broken down into various parts. The Apache Hadoop ecosystem con-
sists of the Hadoop Kernel; MapReduce; Hadoop Distributed File System (HDFS) 
[11]; and a number of various other components like Apache Flume, Apache Hive, 
and Apache Pig, which are used in this project.

Data from different sources can be found in many structures [14, 15]:

• Structured data: Data that can be stored and processed in a table (rows and 
columns) format are called structured data. Structured data are relatively 
simple to enter, store, and analyze. Example—Relational database manage-
ment system.

• Unstructured data: Data with an unknown form or structure are called 
unstructured data. They are difficult for nontechnical users and data ana-
lysts to understand and process. Example—Text files, images, videos, 
emails, web pages, PDF files, PowerPoint presentations, social media 
data, etc.

• Semi-structured data: Semi-structured data refers to neither raw data nor 
data organized in a rational model like a table. XML and JSON documents 
are semi-structured documents.

2.2.2 CharaCteristiCs of biG data

The characteristics of Big Data are defined mainly by the three Vs [15, 16]:

• Volume: This refers to the amount of data that is generated. The data can 
be low density, high volume, structured/unstructured, or with an unknown 
value. The data can range from terabytes to petabytes.

• Velocity: This refers to the rate at which the data are generated. The data 
are received at an unprecedented speed and are acted upon in a timely 
manner.

• Variety: Variety refers to different formats of data. They may be structured, 
unstructured, or semi-structured. The data can be audio, video, text, or 
email.

9781032347899.indb   11 04/04/22   3:53 PM



12 Internet of Everything and Big Data

2.2.3 hadoop

As organizations are getting flooded with massive amounts of raw data, the 
challenge is that traditional tools are poorly equipped to deal with the scale 
and complexity. That is where Hadoop comes in. Hadoop is well suited to meet 
many Big Data challenges, especially with high volumes of data and data with 
a variety of structures [16, 17]. Hadoop is a framework for storing data on large 
clusters of everyday computer hardware that is affordable and easily available 
and running applications against that data. A cluster is a group of intercon-
nected computers (known as nodes) that can work together on the same problem. 
As mentioned, the current Apache Hadoop ecosystem consists of the Hadoop 
Kernel; MapReduce [18]; HDFS; and a number of various components like 
Apache Hive, Pig, Flume, etc.

Hadoop consists of two main components: HDFS (data storage) and MapReduce 
(data analysis and processing). Hadoop can run over Linux or Windows operating 
system. Actually, there are many versions of Hadoop. Figure 2.1 shows the Hadoop 
ecosystem and its components.

HDFS is a distributed file storage system that splits a file into many blocks. Each 
block is replicated into different nodes. The replication factor can be configured in 
the Hadoop node. HDFS is written in Java and developed by Apache. It is a fault-
tolerant file system that can allow for a restore when a node crashes [17].

FIGURE 2.1 Hadoop architecture.
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YARN (Yet Another Resource Negotiator) is responsible for resource manage-
ment in a Hadoop node. It also helps in job scheduling and execution on different 
nodes of the Hadoop cluster [17, 19].

MapReduce is a processing paradigm that consists of two functions: Map and 
Reduce. The Map function splits a file into list of keys and values [19]. The Reduce 
function combines a list of key and value elements into a single output using 
aggregation.

2.3 OUR MODEL WORKFLOW

2.3.1 Work proCess

To retrieve real-time tweets on data, we used Apache Flume, and to store those large 
volumes of Twitter data, we used HDFS. After storing the data, we performed senti-
ment analysis on Twitter data using MapReduce, using the distributed cache concept 
to implement sentiment analysis [20].

2.3.2 proposed methodoloGy

Our algorithm uses the following steps: We first create a Twitter account; then we 
can use the Twitter application programming interfaces (APIs) to retrieve data in real 
time; we can recover the data using Apache Flume, through which we can make an 
API call to the Twitter database that starts to retrieve the data (Figure. 2.2).

We need to be able to store these real-time data reliably. So, we use HDFS. After 
storing the data in HDFS, we can process the data using Hadoop MapReduce; after 
treatment, we can begin to analyze this large amount of social data and compare 

TOP.INST_RAM

TOP.TEMP_SENSOR

TOP.VGA
TOP.MB_CPU

TOP.BUS

TOP.TIMER

TOP.HWGOL

TOP.INTC

TOP.POWER_CTRL

TOP.SRAM

FIGURE 2.2 The proposed model workflow.
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the MapReduce treatment with Pig, as well as Pig with Hive, in terms of perfor-
mance. Figure 2.3 shows the workflow of analyzing tweets.

2.3.3 experimeNtal tools CoNfiGuratioN

Table 2.1 presents the main hardware and software features of the system.
Regarding the software settings, the evaluations used a stable version of 

Hadoop. The infrastructures were configured based on usage and system char-
acteristics (number of processor cores and memory size, for example). The 
MapReduce algorithm was implemented on a system using Hadoop 3.0.0 and 
Eclipse IDE 3.0 Ubuntu 8.2. Table 2.2 shows the most important parameters of 
the configuration.

In our experiment, we performed analysis on the tweets using MapReduce, Pig, 
and Hive, and we compared the performance of the three tools. The steps were as 
follows:

• Create a Twitter application.
• Get data using Apache Flume.
• Analyze data with Hadoop MapReduce.
• Conduct a study on the performance of the Hadoop framework and its com-

ponents (Pig and Hive).

FIGURE 2.3 Tweets analysis workflow.

TABLE 2.1
Node Configuration

Hardware Configuration

CPU Intel® Core™ i5

CPU Speed 2.5 GHz

#Cores 4

Memory 3.6 GB

Disk 30 GB

Software Configuration

OS version Linux Ubuntu 18.04

Kernel Linux 5.0.0-29-generic x86_64

Java Open JDK 64 bit-server VM (build 25.222.b10, mixed mode)
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2.4 IMPLEMENTATION

2.4.1 Get data usiNG apaChe flume

Apache Flume is a distributed, reliable, and available service that collects, aggre-
gates, and efficiently transfers large amounts of streaming data [21] to HDFS. It can 
be used to transfer Twitter data into the Hadoop HDFS [22].

After creating an application on the Twitter development site, we want to use the 
consumer key and the secret key, as well as the access token and the secret values, 
by which we can access Twitter and get the information that exactly matches what 
we want here; we will get everything in JSON format. This information is stored in 
the HDFS file that we have specified to record all data from Twitter. The configura-
tion file contains all the details needed to configure the Flume agent that ingests data 
continuously from various data sources and transmits it to HDFS. Figure 2.4 shows 
the configuration of our Flume file.

To collect and store the Twitter dataset in HDFS, we performed the following 
steps:

• Start all Hadoop start-all.sh services. Then check all the Hadoop services 
that work by using the jps command.

• Start the channel agent using the following command:/usr/lib/flume/bin/
flume-ng agent –conf ./conf/-f/usr/lib/flume/conf/flume.conf Dflume.root.
logger=DEBUG,console-n TwitterAgentDtwitter4j.streamBaseURL = 
https://stream.twitter.com/1.1/

2.4.2 aNalysis usiNG hadoop mapreduCe

After retrieving and storing Twitter data in HDFS, we can begin our analysis using 
MapReduce. As mentioned, MapReduce is a powerful framework for processing 
large distributed sets of structured and unstructured data on a Hadoop cluster stored 
in the HDFS.

TABLE 2.2
Framework Configuration

Hadoop
HDFS block size: 128 MB

Replication factor: 3

Number of under-replication blocks: 8

Minimum allocation memory: 1024, vCores: 4

Maximum allocation memory: 8192, vCores: 4

MapReduce

Worker per node: 1

Worker cores: 4

Mapreduce.map.java.opts: Xmx1024M
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To perform sentiment analysis on Twitter data using MapReduce, we will use the 
concept of distributed caching. The following are the three steps to perform senti-
ment analysis:

• Implementation of distributed caching: Using the distributed cache, we can 
perform side joins (Map). We will therefore join the dictionary dataset con-
taining the sentiment values of each word. In order to carry out the senti-
ment analysis, we will use a dictionary called AFINN.

AFINN is a dictionary composed of 2500 words classified between +5 and −5, 
depending on their meaning. In MapReduce, map-side joins are performed by the 
distributed cache. The distributed cache is applied when we have two datasets, where 
the smallest size is limited to the cluster cache. Here, the dictionary is the smallest 
dataset, so we use the distributed cache.

• Write a mapper class to calculate the feelings: The Map method takes each 
record as input, and the record is converted to a string using the toString 
method. After that, we created a jsonobject called jsonparser, which parses 
each record in JSON format and then extracts the tweet_id and tweet_text 
that are required for sentiment analysis. In the Reduce class, we just pass 
the mapper input as output.

• Write a driver class for our MapReduce program and implement distributed 
caching: In the driver class, we must provide the path to the cached dataset. 
The result of sentiment analysis with MapReduce is shown in Figure 2.5.

FIGURE 2.4 Flume configuration file.
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2.4.3 performaNCe ComparisoN betWeeN mapreduCe aNd piG

As part of the performance study, we can perform a Pig analysis similar to that of 
MapReduce, which is performed on preprocessed data.

• 20 MB of data were used on the Twitter form.
• The two tools are very accurate in terms of calculating the feeling score, but 

there is a difference in processing time between the two images; Figure 2.6 
shows the execution time taken by the two images.

Apache Pig needs 15 seconds to run, but the MapReduce programing model 
only takes 10 seconds to analyze the feeling score of a file size of 20 MB of data 
(Figure 2.6). We saw a 2 percent improvement in the tools using the formula:

 ( ) ( )− × = − ×OLD   NEW / OLD   100    15   10 / 15   100 (2.1)

FIGURE 2.5 Tweets with their polarity score.

FIGURE 2.6 Tweets analysis.
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MapReduce’s performance was 33.33 percent more than that of Pig. Thus we can 
conclude that MapReduce is better than the Pig for analyzing polarity and Twitter 
feeling scores.

2.4.4 performaNCe ComparisoN betWeeN piG aNd hive

Pig is a high-level language for data transformation that analyzes data as a data stream. 
This language is an abstraction of the programing of the MapReduce model, which 
makes it an high level query language (HLQL) built on Hadoop. It includes many 
traditional data operations (sorting, joining, filtering, etc.), as well as the ability for 
programmers to develop their own data access, processing, and analysis functions. Pig 
provides an engine for running parallel data streams using the Hadoop framework.

The Pig architecture shows that Pig Latin scripts are first handled by the parser, 
which checks the syntax and instance of the script. The output of the parser is a logi-
cal plane, a collection of vertices where each vertex executes a fragment of the script. 
Pig provides poor performance compared to Hive when conducting the performance 
test.

The queries performed show that the execution time taken by Hive is much shorter 
than that of Pig, and the reduction of the Map generated by Hive is less numerous than 
that of Pig. The experiment has shown that Hive works faster compared to Pig on the 
basis of various parameters (request, number of lines of code, and execution time).

For analyzing sentiment analysis on tweets with Apache Pig using the AFINN 
dictionary, we used the following script. The Hive script used for sentiment analysis 
on tweets was as follows.

Continued
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2.5 RESULTS AND DISCUSSION

The MapReduce-based Hadoop components provide a better understanding of pro-
graming language perspectives, such as the ease of programing and configuration to 
link to the Hadoop runtime environment. This conciseness is a yardstick to see how 
expressive the two components based on MapReduce (Hive and Pig) are to deter-
mine if they provide more abstract languages.

After performing operations on Twitter data using Pig and Hive, we can now 
perform a comparative analysis, considering the total running time of the hashtag-
counting scripts and the average tweets score. In our experience, we have found that 
Hive is more powerful than Pig when analyzing datasets (Figure 2.7). This is the 

Continued

FIGURE 2.7 Performance in counting tweet hashtags.
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case according to various parameters, be it in the hashtag count test or in the senti-
ment analysis test. The queries also show that the execution time taken by Hive is 
much shorter than that obtained with Pig (Figure 2.9).

MapReduce tasks generated by Hive are less numerous than those of Pig, the 
execution time being shorter in Hive. Another benefit of using Hive is the number of 
lines of code, which are more in Pig, but in Hive, a single-query line is enough. The 
experimental results are shown in Figure 2.9.

In most tests, Pig shows the same performance when increasing the input size 
(Figure 2.9). Although its rate of source code metric is high compared to Hive, we 
can say that Hive offers performances close to those of Big SQL.

If we write applications with MapReduce and execute them, we get better per-
formance. The Latin Pig language offers data flow programmers the opportunity to 
work with Hadoop.

The executions of the word count test using MapReduce, Pig, and Pig with two 
different sizes of data types (text files) returned the following results, as shown in 
Figure 2.9: Hive provides a query language similar to SQL for querying all files 
stored on HDFS. Pig provides a scripting language that can be used to transform 
the data. The Hive and Pig languages are converted to Java MapReduce programs 

FIGURE 2.8 Execution time taken by the two components of the Hadoop ecosystem.

FIGURE 2.9 Runtime control by increasing the input size.
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before being submitted to Hadoop for processing. Java MapReduce programs can be 
written to customize input formats or perform specific functions available in Java.

The execution of Latin Pig and HiveQL instructions takes longer than native 
MapReduce processing because they are ultimately translated into MapReduce tasks. 
The flexibility of Pig Latin and Hive is achieved at the expense of performance.

With sentiment analysis, the characteristic to study is the total execution time, 
which increases with the input size. We can see that MapReduce Java and Hive 
clearly get better results, as shown in Figure 2.8: While the Hive queries reach the 
most powerful processing time of the three experiments, Pig takes longer for senti-
ment analysis queries.

2.6 CONCLUSION

The analysis of large data is not only important but also necessary. In fact, many 
organizations that have implemented Big Data are gaining a significant competi-
tive advantage over other organizations without Big Data efforts. Our project aimed 
to analyze Big Data on Twitter and provide insight information. Twitter posts can 
be an important source of opinions on different issues and topics. This can give 
us a precise idea of the subject and can be a good source of analysis. In our work, 
we performed sentiment analysis to determine the polarity of a tweet based on the 
AFINN dictionary. The results show that MapReduce is an efficient paradigm for 
the analysis of Twitter data. The Pig and Hive instructions simplify the syntax of 
the queries and decrease the Java MapReduce code. However, the flexibility of Pig 
and Hive is achieved at the expense of performance. We conducted tests on separate 
data (tweets, text files) using different methods. In our future work, we will test other 
sources of data to see if performance depends on the data type we have to analyze. 
We also will experiment other models in order to improve the performance of Big 
Data tools.
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3.1 INTRODUCTION

The worldwide monetary crisis (WMC), which started in late 2006 and proceeded in 
2007, remained to a great extent due to the bursting of the real estate bubble as home 
loan defaults rose in 2006 and prompted a decrease in home values throughout the 
world. (Jonas et al. 2007). Exchange rates of international transactions created prob-
lems in the development section of economies causing budgets to be reviewed and 
increased gradually at the end of 2008, hence resulting in the losses in the develop-
ment segment. Here we use a longitudinal informational index, which gives a unique 
chance to examine the effect of GLOBAL FINANCIAL CRISIS (GFC) in an exam-
ple of middle-aged and older adults, as information gathering covers the majority of 
2006 to the majority of 2012. We remain especially intrigued in how the knowledge 
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of pressure as well as budgetary circumstance Financial Services (F.S.) throughout 
the WMC time frame can predict physical wellbeing.

Despite the fact that the condition of the world economy doesn’t contrast starting 
with one individual then onto the next, the degree to which such outer conditions 
influence wellbeing and prosperity relies upon different elements. Bronfenbrenner 
well depicts this realism in his bioecological (Bronfenbrenner, 1976; Bronfenbrenner 
and Ceci, 1994); inside these structures, human involvement is an element of the 
lively communication among people. In Bronfenbrenner’s model, the ongoing finan-
cial downturn is some portion of a large-scale framework, fusing expansive social 
and monetary conditions that support increasingly close to home logical elements; 
we suppose the effect of these full-scale levels occasion on the distinct–and pre-
cisely on the corporeal—soundness of the individual to rely upon the abstract or saw 
understanding of the individual, the deepest degree of Bronfenbrenner’s model. The 
key factors at the individual level here are the view of pressure (PS) and abstract 
monetary experience during the GFC time frame.

3.2 WELLBEING FINANCIAL ASPECTS AND FUND

Studies show predictable unfavorable impacts of monetary downturns and budgetary 
strains on physical wellbeing. One investigation found that with expanding jobless-
ness, physical wellbeing decreases in an example of middle-aged adults (French and 
Davalos, 2011); an alternative distinguishes work security as a significant factor in 
anticipating corporeal wellbeing in an example of utilized adults, by the individuals 
who discover their employment to be less steady and secure and report less fortunate 
wellbeing self-evaluations and more conclusions of interminable ailments (Virtanen 
et al., 2002). An imminent report found that members confronting constant financial 
hardship—characterized by the pay level beneath the government destitution line—
had fundamentally worse physical working conditions for 10 years or more than the 
individuals who didn’t face such hardship. These creators accentuate the focal point 
of this discovery, bringing up that the outcomes show little help for the turnaround 
impact that decreased physical working prompts financial troubles in this example 
(Lynch et al., 1997). A later report in India finds a comparative impact in which 
entities living in lower-pay areas—an indicator of manageable monetary pressure—
are at higher danger of creating ceaseless wellbeing circumstances than persons in 
higher-salary areas (Kulkarini, 2012), Fascinatingly, a few examinations show that 
target markers of physical wellbeing and mortality improve during times of finan-
cial downturn, maybe because of a more advantageous ways of life (Gardhem and 
Rhome, 2005; Neumayer, 2003; Regidor et al., 2013).

3.2.1 WeiGht oN WellbeiNG

PS, or these degrees of tension experienced by a separate wellbeing, have established 
a solid and steady association with corporeal wellbeing at the cutting edge of writ-
ing. More significant heights of apparent pressure remain related by more unfortu-
nate shortened and extended-haul corporeal wellbeing results, counting expanded 
degrees of cardiac infection (Richardson et al., 2012), diminished resistant capacity 
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(Godbout and Glaseer, 2005), increased danger of interminable wellbeing situa-
tions by and large (Kulkarni, 2013), and a considerably more noteworthy danger of 
mortality (Nieelsen et al., 2007). These affiliations are usually thought to remain a 
component of intervened physical pressure reaction, which will in general go with 
mental pressure (Meerz et al., 2001). Precisely, the writing on allostatic burden indi-
cates that tenacious physical pressure reaction—activated by incessantly elevated 
levels of PS—prompts “wear” on the body, steadily undermining cardiovascular, 
metabolic, and resistance capacity and essentially builds the danger of advanced ill-
nesses, for example, diabetes, hypertension, and coronary illness (Juster et al., 2009). 
Since monetary issues are one of the most habitually referred to wellsprings of PS 
(American Psychological Association, 2010) and since these are sorts of issues are 
generally do not settle rapidly and this establish a wellspring of constant pressure, we 
suppose monetary/money-related connections between the elements and wellbeing 
discussed earlier are known because of the expanded pressure due to interminable 
budgetary issues.

3.2.2 this INvestiGatioN

Here, we utilize five streams of longitudinal information covering the GFC time 
frame to inspect how the ongoing monetary downturn has influenced wellbeing in 
our example; explicitly intra-singular vicissitudes in PS and abstract FS during the 
past as indicators of wellbeing trying to overcome the restrictions & their desired 
rule of law and regulations for account of different variations to nutshell the tenta-
tive aftershocks on the global financial term as a trademark and treated as the best 
example of proper investigation behind this whole scenario. Explicit theories for the 
general example are that advanced PS gauge heights and more prominent pressure 
increment over the period will anticipate intensifying wellbeing at upsurge 5; that 
inferior benchmark heights of abstract FS and increasingly critical decreases in FS 
over the span would foresee exacerbating wellbeing in wave 5; and that when the 
two variables are considered, the effect of PS will intervene (or at any rate incom-
pletely clarify) the wellbeing impact of FS. Furthermore, we estimate that when 
these impacts are considered independently for the individuals who encountered 
a decrease in emotional FS contrasted with the individuals who encountered an 
improvement, the earlier speculations would just exist in the decreased group; for 
individuals in the development group, we hope to see an optimistic alteration in 
FS given medical advantages toward the finish of the study, and we imagine these 
impacts not to be influenced by feelings of anxiety (which are as yet predictable to 
contrarily influence wellbeing in that group).

3.2.3 strateGy members aNd teChNique

Members were 312 adults ages 30 to 70 years on upsurge 1 (M = 54.4), speaking 
to a subspecies of the bigger Notre Dame ‘Healthiness and Wellbeing Education 
(NDHWB; N = 974), where a longitudinal investigation is proceeding, investigat-
ing worry with regards to maturing. So as to get the most relevant test conceiv-
able, NDHWB members are enlisted from a list obtained from a social think-tank 
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dependent on a yearly review of private family units and statistics information. The 
NDHWB’s center segment is a yearly poll bundle that members complete every day 
and return via postal mail in return for a $20 gift card; here we utilize five wave 
reviews covering spring 2007 to spring 2013, trying to shoot for models during the 
GFC. All members consented to take part, and all methodologies were endorsed by 
the institutional review board of the University of Notre Dame.

To be incorporated into this investigation, members needed to have wellbeing 
information for wave 01 and wave 05; the individuals who needed information at 
multiple times (N = 313) would in general be more seasoned (mean contrast of 
2 years; p = .008), had lower wages (p = .006), and had somewhat increasingly less 
training (p = .01) than the individuals who didn’t. Two individuals reported no pay 
and were removed from the examination. From the last example of 312 individuals, 
all members had at any rate three floods of information; 80% of members (N = 280) 
had information at all 05 period focuses, 6.4% (N = 21) had information at 04 time 
focuses, and 3.4% (N = 12) needed information at 03 time focuses. The example was 
64% female, predominantly Caucasians (84.5%; the second most common ethnic 
group was African Americans with 10.5%) and generally accomplished (53% had 
approximately type of post-school optional training and just 4% had not finished a 
secondary institute). Half of the members were married, with the remainder sepa-
rated (27%); 13% are widowed and the remaining 10% report that they are single. 
There was a noteworthy descent in variety in Wave 1 income, with 5% making 
<$75,000 yearly, 16% making $75,000 to $149,000 every year, 11% making $15,000 
to $24.9,000 yearly, 23% making $25,000 to $39,9000 consistently, 32% making 
$40,000 to $74.900 every year, and 13% making >$75,000 per year.

3.2.4 measures

Salary: To represent progressively target FS data in logical models, we utilized pay 
data as a control. At each wave, every member reports their yearly pay as tending 
to be categorized as one of 07 pay classifications: <US$7.5k, $7.5k to $14.9k, $15k 
to $24.9k, $25k to $39.9k, $40k to $74.9k, $75k to $99.8k, and ≥$100k. This class 
is oblique after 01 to 07 and are preserved as a ceaseless variable with advanced 
notches representing higher pay for an assumed year. The adjustment in pay will be 
demonstrated when the member’s picked pay classification contrasts starting from 
one year to the next.

Emotional Financial Situation: Subjective FS is estimated utilizing four posi-
tions arranged by the Mid-life Growth Study in the United States (MIDUS) (Beim 
et al., 2006), by the phrasing and configuration of reactions marginally altered to 
encourage organization. In the NDHWB poll 03 things counted the assessment of 
present monetary circumstance and ranged from 01 to 10, with advanced scores 
showing a progressively ideal circumstance; one thing (when all is said in done, 
which of the announcements later depicts the current budgetary status of you and 
your family?) had various answers demonstrating whether the member felt that the 
family had increasingly, enough, or insufficient cash to address certain issues. Every 
one of the four things corresponded emphatically with one another, and the mean 
wave dependability factor for these four things on a scale may be 0.72 (range = 0.71 
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to 0.73). These 04 things remained institutionalized (M = 0, normal nonconformity 
(S.D) = 01) and added towards shaping a solitary outcome: advanced notches dem-
onstrate healthier F.S.

Seen Tension: These sizes of apparent pressure are measured PS every day 
(Cohen et al., 1982). These measurements estimate the general degree of tension an 
individual has encountered in the most recent month; 14 questions asked things like: 
How regularly did you get agitated about something that happened surprisingly? 
Also, how regularly have you effectively managed the irritating issues of life? Are 
evaluated on a 04 opinion scale (01 = not ever, 04 = consistently). Potential notches 
run from 16 to 58, with advanced scores demonstrating more PS (07 points with 
turnaround score). A 20% lost information law was applied to the gauge, so when 
ascertaining the gauge of people who needed 03 or fewer things, these missing quali-
ties were supplanted by their normal of the things replied; those missing multiple 
things were viewed as absent. Cronbach’s alpha in the 05 range extended from 0.87 
to 0.90 (Malfa = .875).

3.2.5 fiNal results

Resources, SDs, and connections for the completed example appeared in Bench01; 
note that t-examinations were utilized to examine critical grouping contrasts at these 
methods, with the main contrasts being for the FS block and slant (p <.0001), as 
would be normal dependent on the gathering division portrayed by - down.

To measure the effect of vicissitudes in PS and F.S during money-related emer-
gency before and after the period, we previously determined the intra-singular 
catching parameters (balance), direct changes over the retro (slant), and quadratics 
variation over the period (quadratics bend) for both PS and FS. This was done in a 
solitary model with the goal that the three parameters together completely mirror 
an individual’s pressure or FS design; hence, these three parameters are constantly 
brought into the diagnostic models as a gathering and not independently. We uti-
lized a similar technique to compute these parameters for the inherent individual 
balance, incline, and quadratic salary bend over the period as the best accessible 
controller for the impacts of target FS on every person. After the model arrange-
ment was kept running on the filled example as a pattern, the example was partly 
founded on where individuals had a typical confident (>0) or adverse (<0) straight 
pattern in FS over time. Note that the intra-singular incline stricture utilized for 
this partition grouping is unique in relation to that utilized as an indicator in the 
breakdown; here, the direct slant of every individual is determined, overlooking 
the quadratic term, to give important slant estimates. All models anticipate wellbe-
ing in wave 5 and incorporate a term controlling wellbeing toward the start. The 
example size is the equivalent for the figure models (full example = 311, adverse 
slant bunch = 155, confident incline bunch = 158) as the information was completed. 
Fundamental models inspected the immediate impacts and secondary impacts of 
every one of the statistic factors (age, sexual orientation, conjugal status, race, and 
training); as no noteworthy statistic contrasts rose, these rapports were excluded in 
the last replicas.
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The first archetypal included 04 covariate terms: pattern wellbeing and individ-
ual counterbalance evaluations, slant, and quadratic pay bend. In the full example, 
in the two gatherings, more wellbeing side effects were estimated toward the start 
of information accumulation and essentially anticipated more wellbeing indica-
tions estimated toward the end of information gathering (p <.0001). None of the pay 
parameters fundamentally predicts tendency 05 wellbeing in the completed example 
or in the undesirable slant gathering, yet the quadratics salary tenure (quadrangle 
pay) is noteworthy in the optimistic incline gathering, for example, those with a pro-
gressively positive quadratic pattern in pay, which was a weakness (p = .02).

The Stress Model includes the three intra-singular stress intercepts (Tension 
Interrupt, Strain Slope, Strain Quadrangle), which enable us to examine the degree 
to which an individual’s PS model predicts end-of-life wellbeing during the period, 
controlling the benchmark wellbeing. In the full example and in the negative incline 
gathering, each of the three pressure time frames are critical in the positive way, 
with the goal that you (a) have more prominent worry toward the start, (b) have 
a more noteworthy increment in worry over the period, and (c) the nearness of a 
progressively positive quadratic pressure bend over the period predicts weakening 
in wellbeing. Just the expression “stress capture” was important in the Optimistic 
Slope gathering.

The money-related study surveys the effect of FS during the review on wellbeing, 
in addition to the model the 03 intra-singular figures of FS (financial capture, finan-
cial incline, Finance Quad). Every one of the three terms anticipated wellbeing in the 
negative incline gathering, so the nearness of more awful FS at standard, the more 
noteworthy diminishing in FS during the review, and the nearness of an adverse qua-
dratics bend in FS anticipated more terrible wellbeing. Conversely, nobody was an 
indicator in the Positive Slope gathering. In the completed example, just the impact 
of Financing Offset was critical.

The joined model incorporates both intra-singular PS terms and intra-singular 
FS terms. In the full example, stress impacts stay pertinent, yet budgetary block, 
which was significant previously, is never again critical. The joined archetypal in 
the productive tilt grouping expressions that when the 06 inside individual rapports 
are incorporated into the archetypal, the term for PS balance stays pertinent. The 
joined archetypal is the most enlightening in the adverse slant grouping, as both sep-
arate replicas (tension model and money-related archetypal) uncovered impacts of 
a moderately practically identical character, as demonstrated by the Archetypal R2 
standards. The outcomes show that once every one of the 06 terms are incorporated 
into the model, the limits for changing the voltage (voltage slant, stress quadrature) 
stay pertinent, while the term for capturing the voltage ends up immaterial; such a 
model is seen under financing conditions, without any recuperations demonstrating 
any hugeness, yet the two impacts of evolving accounts (the incline of the funds and 
the money quadrature) hold their huge impacts.

3.2.6 dialoG

The outcomes mostly bolster the theories. To start with, in the general example, 
higher standard PS levels, lower gauge levels of apparent FS, and PS increments 
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anticipate a decline in wellbeing toward the finish of the investigation time frame; 
be that as it may, the decrease in the apparent FS isn’t. At the point when both pres-
sure and money-related effects are viewed together, the impacts of PS are completely 
represented by the soundness of the first abstract FS. Given the gathering contrasts, 
the theorized model of results was found to a huge degree for the individuals who 
had a direct decrease in emotional FS over the period, with PS and FS limits con-
suming huge impacts. Though, the normal intervention impact is more fragile than 
anticipated, with the two variables keeping up noteworthy impacts in the consoli-
dated model and proposing an increasingly added substance connection between 
the two. For the individuals who don’t encounter the negative effect of the money-
related emergency—the individuals who didn’t have an adverse straight alteration in 
emotional FS over the review—the medical advantages theory isn’t bolstered, since 
neither PS nor FS conditions anticipate wellbeing. Hence, it appears that a change in 
abstract FS influences wellbeing just in the event that it is negative and most likely 
reminiscent of stress.

Discoveries connecting more awful starting FS and declining FS with more 
unfortunate wellbeing results are likened with past work in the field demonstrating 
that pointers of monetary hardship and money-related pain foresee more terrible 
wellbeing (Davelos and Frinnch, 2010; Kahn and Pearlin, 2005; Lynich et al., 1998; 
Virtianen et al., 2001). The connection amid more elevated heights (or more promi-
nent increments) of PS and less fortunate wellbeing likewise underpins past exam-
inations where impressions of tension are solid indicators of corporeal wellbeing 
(Godboutis and Glaseir, 2005; Nielsen et al., 2007; Richardson et al., 2011), presum-
ably According to the results and investigation showed in physical statistics weight it 
will intesect with the normal procetures and terminology of financail services com-
pletely (Juster et al., 2011; Merz et al., 2001). Since of the steady pressure wellbeing, 
it is unforeseen that the pressure parameters neglected to foresee the strength of 
persons in the productive-incline grouping; it might be that existence in this non-
declining bunch throughout the overall downturn fills in as a checking or defensive 
issue in contradiction of these run-of-the-mill wellbeing impacts on pressure.

The unique purpose of this examination to this current work lies in the gather-
ing investigation in which we contrast these impacts with those encountering an FS 
decrease during a time of monetary downturn with the individuals who don’t. At the 
point when we take a look at this progressively explicit degree of investigation, we 
can see that the effect of changes in FS on wellbeing is shown distinctly for the indi-
viduals who feel the impacts of the financial downturn; that is, a more noteworthy 
decrease in FS during the downturn time frame predicts less fortunate wellbeing; 
however, a more noteworthy improvement in FS during the period doesn’t foresee 
better wellbeing. This indicates that the pressure that goes with this money-related 
strain—and its impact on the physiological frameworks of the body—is a significant 
disruptor prompting antagonistic wellbeing impacts. The way that adjustments in 
PS and abstract FS anticipate wellbeing freely in this grouping of decreases demon-
strates that strains coming about because of the apparent money-related downturn 
have negative wellbeing impacts over those by and large assessed by PS.

That every one of the “activities” in our studies happen with regard to the indi-
viduals who view themselves as encountering a decrease in FS during the downturn 
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time frame takes us back to the apparent effect of these full-scale level logical occa-
sions alone on conditions and working. Additionally stresses the apparent effect as 
a significant purpose of mediation to lighten the negative wellbeing impacts that so 
regularly go with times of monetary hardship. The idea of occasions at the full-scale 
level implies that we can’t meddle with the source; in spite of the fact that it is per-
fect to prevent the procedure from the earliest starting point (monetary downturn → 
budgetary pressure/PS → wellbeing), as a rule it is basically unrealistic. Thus, as 
experts, we distinguish parts of individual recognition or ways to deal with these outer 
occasions and direct them for change and mediation. For instance, when seeing how 
individuals adapt to upsetting life conditions, such a change can be made either at the 
degree of appraisal (how we see and “size” a possibly compromising circumstance) 
or at the degree of adapting (how we submit assets, accessible to disperse mental and 
physiological enduring because of an undermining or testing circumstance; Lazarus 
and Folksman, 1982).

Comparing this to the current discoveries, an alternative to mitigate the apparent 
effect of the financial downturn and the subsequent worry at the valuation level is 
empowering individuals to objectively assess their spending limits, giving specific 
consideration to the amount they really have changed inside the most recent year (or 
since the start of the downturn). By advancing a progressively target appraisal of 
the genuine current money-related circumstance and by educating individuals how 
exciting media stories can impact their presumptions (Soroka, 2006), a portion of the 
pressure emerging from an undermining evaluation of the circumstance could dis-
seminate and lessen long-term wellbeing impacts. Nonetheless, the individual effect 
of a large-scale financial occasion is probably going to be genuine; for this situation, 
changing the gauge is probably not going to be viable. Or maybe, the best purpose 
of intercession planned for diminishing the probability of negative wellbeing results 
would be at the degree of adapting. For instance, studies have discovered that reflec-
tion successfully lessens the negative effect of psychosocial stress, for example, mon-
etary worry, on cardiovascular results (Walston et al., 2004); religion (Paragament, 
1998) and communal help (Deliongis and Holtizman, 2004) are likewise compelling 
pressures that reduce overall tension (e.g., when the budget or money-related hard-
ship can’t be straightforwardly tended to). Despite the fact that this examination adds 
to existing writing from multiple points of view, there are impediments that should 
be recognized. To start with, the NDHWB isn’t intended for the particular motivation 
behind testing these theories, and different measures might be progressively valu-
able in assessing these connections. For instance, wellbeing estimation has altered 
in wave 05 from the corporeal wellbeing estimation agenda (Belloc et al., 1970) to 
PIILL (Pennebaiker, 1981), which may affect the exactness of the examinations. As 
it is difficult to foresee the planning and particularity of these sorts of occasions at 
the large-scale level, and since the adjustment in the measure isn’t mistaken for the 
outcomes, we accept that the information and examinations utilized here mirror an 
important window into the experience of GFCs in middle-aged and older adults. 
A subsequent restriction is that the procedures used to measure the key factors are 
emotional, which implies that a portion of the observed impacts could be because 
of a mutual strategy fluctuation. Albeit an endeavor is made to control progressively 
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targeted FS data by consolidating intra-singular pay parameters into the model, the 
accessible pay data is less exact than would be hoped for. Third, we talk about the 
gathering contrasts that rose up out of the investigations, yet these distinctions were 
not expressly explored on account of the intricacy of the models; notwithstanding, 
we contend this is less risky when correlations are made among noteworthy and 
irrelevant impacts, as is done here.

Generally speaking, the discoveries underline that a large-scale level logical 
occasion can and does influence people in another way, with key components being 
the way these individuals see themselves to be influenced and the pressure that may 
come about because of feeling the intensity of these occasions. In spite of the fact 
that it isn’t constantly conceivable to focus on the occasion itself, a portion of the 
unfriendly impacts of such occasions on wellbeing and prosperity can be relieved by 
adjusting levels of apparent effect or stress across the board.
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4.1 INTRODUCTION

The majority of current applications are complex and need a high-performance 
multiprocessor. The design stages of each System-on-Chip and integrated circuits, 
in general, go through various levels of abstraction.

The complexity of systems continues to increase; thus, studying the tools and tech-
niques of silicon allows for fast progress for the fabrication of transistors;  modeling 
these systems at a better level of abstraction at the beginning of their design reduces 
complexity in terms of development and offers the developer the possibility and 
the advantages of simulating the system at an early stage to make a performance 
 estimate [1].

The optimization from the memory architecture of these systems has found an 
interest in industrial and academic research because of its role of improving the 

4
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performance of MPSoCs, such as speed and energy consumption [2], using high-
level models that allow for estimation of temperature and power.

In the embedded systems, researchers are concentrating on developing archi-
tecture memory and [3] hierarchy of the cache memory. A. Asaduzzaman et al [4] 
show that more cache misses mean a decrease in performance. However, even if the 
architecture with cache memory shows an improvement in the performance of the 
systems, on the other hand, the system consumes more power [5].

The architecture of the INTEL multiprocessor shown in Figure 4.1 has a shared 
memory, as the cores have a distributed memory architecture. On the other hand, the 
AMD processor shown in Figure 4.2 offers another solution, opting for a shard cache 
memory at level3.

FIGURE 4.1 Quad-core architecture INTEL.

FIGURE 4.2 Quad-core architecture AMD.
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The main objective of this study is to design a new memory architecture for the 
LIBTLMPWT open-source platform [6] that allows one to compare several software 
programs in terms of architecture to simulate the behavior of the energy consumed 
and the temperature generated by each component of the chip while using a high 
level of abstraction.

The rest of the chapter is organized as follows. Section 4.2 presents an over-
view of the related works in memory architecture. Section 4.3, exhibits the results 
obtained by comparing the different memory architecture in terms of performance 
and discuss these results. Finally, section 4.4 concludes the paper.

4.2 COMPARATIVE SURVEY

4.2.1 shared memory systems

The majority of existing multicore software opts for the use of a shared memory archi-
tecture, as shown in Figure 4.3, in which a block of memory is shared by all processors. 
E.Viaud et al [7] propose a method to minimize the simulation time based on the new 
theory of parallel discrete events (PDEs) while using a shared memory architecture, 
in which the shared memory bank can integrate the code and the data, respectively.

The same memory architecture was presented by D. Kim et al and S. Boukhechem 
[8, 9], who validated a new technique for co-simulation hardware and software at a 
high level of abstraction for heterogeneous MPSoCs platforms. A. Rahimi et al [10] 
used a synthesizable logarithmic that connects with each other—in other words, it 
allows several processor cores to be connected along a multibanked, tightly coupled 
single data storage location.

M. R. Kakoee et al [11] have used the logarithmic interconnect network proposed 
by [10] with an addition of a shared data cache memory L1, this has been compared 
with a Tightly Coupled Data Memory architecture (TCDM). The results show that the 

FIGURE 4.3 Shared memory architecture.
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use of shared-L1 cache indicated that the area is lower than 18% compared to TCDM 
for the case of a cluster in which we can find 16 processors and 32 cached memory and 
shows overhead varies between (5% to 30%) depending on the processor size.

However, these systems offer a programing design that allows for rapid data shar-
ing via a uniform action for reading and writing shared organization in the global 
memory. This model is also retained by J. Tendler et al, L. Hammond et al, and R. 
B. Atitallah et al [12–14].

The ease and portability of programing on such systems significantly reduce the 
cost of developing parallel applications. On the other hand, these systems suffer from 
a great latency in memory access, which limits their flexibility.

4.2.2 distributed shared memory systems

This is a relatively new concept that combines a shared memory architecture and 
distributed memory architecture. The distributed memory architecture shown in 
Figure 4.4 illustrates how the memory is distributed among all the processors. The 
systems of Freescale and S. Han et al [15, 16] use this process, which has access to 
write data, but the communication between the processors in the case of data shar-
ing degrades system performance, and that makes this architecture little considered 
in industrial and academic research.

The distributed shared memory programing is an interesting problem for 
M. Monchiero et al [17]. They try to exploit this architecture by focusing on the 
amelioration of the latency and the energy of the system. J. Zhang et al [18], proposed 

TOP.INST_RAM

TOP.TEMP_SENSOR

TOP.VGA

TOP.MB_CPU

TOP.BUS

TOP.TIMER

TOP.HWGOL

TOP.INTC

TOP.POWER_CTRL

TOP.SRAM

FIGURE 4.4 LIBTLMPWT floorplan.
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an experiment on a Multi-core NOC platform with a distributed shared memory 
architecture (DSM) managed by the Data Management Engine (DME). Whereas the 
comparison based on a centralized memory architecture, the implementation of these 
platforms on an Altera Stratix IV FPGA, with an H.264 decoder, clearly showed an 
improvement in the performance carried by the distributed shared memory archi-
tecture (DSM). However, Z. Yuang [19] has proposed a scalable distributed memory 
architecture, insofar as access to memory must be organized and structured, the 
simulations of this architecture with a Network on Chip responded to the problem of 
high parallelism and the results confirm a flexible programing mode. P. Francesco 
et al [20] proposed a reliable hardware/software support for communication with the 
use of message passing and understood the process of sending simple messages on 
a DSM architecture. However, the DSM systems keep the ease of the programing of 
shared memory systems by preserving flexibility and speed.

4.3  DISCUSSION OF PERFORMANCE COMPARISONS

In this section, we conduct performance comparisons between systems with a shared 
memory architecture and DSM .The comparison is shown in Table 4.1, as proposed 
by R. Garibotti et al [21]. They show a reduction of up to 50% in the energy dissipa-
tion specified in the DSM compared to centralized shared memory (CSM). On the 
other hand, the results prove an improvement of ×3 in the speed of the DSM com-
pared to CSM.

J. Ax et al [22] prove that latency will improve by using a DSM. The results of 
J. Zhang et al [18] which executed the decoder H.264 on 6-nodes and 9-nodes with 
two types of images, CIF and QCIF, are shown in Table 4.2, and it clearly shows that 
the DSM has improved performance by 1 to 2 times.

TABLE 4.1
Energy Dissipation Comparison: DSM vs. CSM

Cache Memory Sizes DSM CSM
2KB 8 uJ 15 uJ

4KB 7 uJ  5 uJ

TABLE 4.2
Performance Comparison: DSM vs. CSM

Node CSM DSM
6 26 fps 50 fps

9 27 fps 75 fps
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This study clearly shows the advantage of DSM architecture that will be used to 
optimize the performance of the LIBTLMPWT platform.

In the platform, the calculations are integrated into the SystemC/TLM model, 
with each module counting the algorithm to estimate energy, the collection of infor-
mation using tool analytical temperature for multiprocessors (ATMI) [23]. The plat-
form also has a graphical user interface, as shown in Figures 4.4 and 4.5, providing 
implementation of simulation controls using the QT framework.

4.4 CONCLUSION

This chapter proposes a literature study on the different memory architectures of 
multiprocessor systems on a chip, since the model of DSM shows a very high perfor-
mance. In future work, we would develop an architecture model of a multiprocessor 
system on a chip with DSM at a high level of abstraction.
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5.1 INTRODUCTION

Energy has become indispensable for both human and economic development of 
society. After the first oil shock, fossil energy deposits have become scarce and the 
cost of energy is increasing. However, climate and environmental upheavals are the 
main factors leading to an awareness of the rational use of energy.

5
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Buildings are at the heart of the energy issue, which represents about half of 
the total energy consumption of Morocco. All the parts of a building are subject to 
heat transfer, and a good control of the latter leads to good management of energy 
consumption.

Our work in this case is to evaluate the energy needs in the heating and cool-
ing of a residential apartment building located in Settat in the Chaouia region in 
Morocco.

In order to carry out this evaluation, our work will carry out the following plan:

• In the first part, we model our building as the subject of the study.
• The second part will be reserved for the results and the discussion.

5.2 MODELING THE BUILDING

5.2.1 buildiNG

The residential building chosen for our study is an apartment with a living area of 
110 m2 with an overall floor-to-ceiling ratio of 17.5%.

 

∑
∑

=
Surfaces of  windows of  external walls

Gross surfaces of  exterior walls
TGBV

 

(5.1)

5.2.2 meteoroloGiCal data

It is necessary to introduce weather data collected from the Meteonorm software in 
order to carry out the dynamic thermal simulations with the TRNsys software.

Thus, the Kingdom of Morocco is divided into six climatic zones according to 
the criteria of temperature, humidity, and direct and diffuse horizontal radiation 
(Figure 5.1).

In our study, we took Settat as a representative city for zone 1, where our building 
is located. Table 5.1 presents these geographic coordinates.

5.2.3 hypothesis of dyNamiC thermal simulatioN

5.2.3.1 Contributions Due to Occupants
The human body is assimilated as much as a thermal system whose power depends 
on the activity exerted. In our study, the apartment studied is occupied by a young 
couple, and Table 5.2 describes the occupancy benefit of this building.

The TRNsys software represents a set of several types of occupant gains based on 
the 7730 standard. For our case, we have the following:

• Kitchen: 185W/Person
• Living room: 170W/Person
• Other rooms: 100W/Person
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FIGURE 5.1 Morocco’s climate zonation.

TABLE 5.1
Geographic Coordinates of Settat

Area City Altitude Longitude Latitude
Area 1 Settat 365 m −7,6160 33,0010
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5.2.3.2 The Contributions Due to Lighting and Electrical Appliances
The electrical usage of lighting and electrical appliances are as follows:

• Computers: 230W/PC
• Lighting: 10W/m2

• Appliances: 4500W

5.2.3.3 The Air Change Rate
The air renewal rate, or the brewing rate, is fixed according to the Moroccan stan-
dard 13789/2010 at 0.6 vol/h.

 
= Blown air flow (m .h)

Volume of  the room(m )

3

3ACH
 

(5.2)

5.2.3.4 Internal Shading
The value of the internal shading is fixed at 25% of the surface of the exterior win-
dows throughout the year.

5.2.3.5 Heating and Air Conditioning
The installed air conditioning system allows stabilizing the temperature at 25°C and 
the heating maintenance at 20°C.

So we divided our building into three zones based on temperature, direction, and 
profiles of occupants (Figure 5.2).

5.3 RESULTS AND DISCUSSION

Various simulations have been carried out on the studied building, following base-
line scenarios that involve considering the building constructed without any measure 
of energy efficiency.

Figure 5.3 describes our simulation model with the TRNsys software environment.
The graph of Figure 5.4 shows the electrical energy consumption in the case of 

the building with a heating and cooling system (the blue graph) and without them 
(the black graph).

TABLE 5.2
Building Occupancy Benefit

Time Occupation
Week (17:00–08:00) 2

Weekend 2
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FIGURE 5.2 Thermal zoning of the habitat.

FIGURE 5.3 Project with TRNsys.
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5.4 CONCLUSION

According to the results obtained, the electricity consumption has increased twice, 
and this is due to the adaptation of the heating and cooling system, which exceeds 
the thresholds set by the Moroccan Building Thermal Regulation.

These lead us to a thorough study on the optimization of natural lighting and 
design to prevent the energy loss and improve airtightness and ensure high thermal 
inertia.
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6.1 INTRODUCTION

Guaranteeing the security of communication is the number one addressed issue in all 
systems, which relies on the authentication procedure. The authentication procedure 
is a process for identifying and verifying the identity of the questioned subject [2, 3]. 
In case the authentication process fails, the authenticated part will not be able to 
perform any operation for which it was accorded permission. The agent technology 

6
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has imposed itself in the field of computer science and gained acceptance; how-
ever, the agent security is still a challenge that has not obtained enough attention 
from the agent community [4]. Nevertheless, with the aim of using a mobile agent 
in e-commerce solutions to provide unrestricted secure solutions and efficiency, the 
agent security that is lacking has to be addressed. In this paper, we are concerned 
with the security of multiagent authentication, especially via authentication with the 
protocols SSL and TLS and by adopting other cryptographical techniques into the 
developed solution.

Mobile agents may engage in variant multiagent system (MAS) platform providers. 
With the intent of protecting both the agent owner platform and the receiver platform, 
it is an obligation to assure their integrity, as well as the level of trust in the migration 
process [5, 6]. As we consider the security requirements for MAS, authentication is an 
important required state between the communicated platforms; that is, both platforms 
(the sender host and the receiver host) must authenticate each other. MAS authentica-
tion refers to a process in which the platform ensures that the other platform in the 
communication is the one who it is declared to be [7]. In this work, we aim to secure 
the authentication of the mobile agent for the main platform in communication.

The remainder of this paper is organized as follows. Section 2 briefly investi-
gates the security problems in MAS and exposes various communication threats on 
mobile agents and explores some security requirements to protect it. In Section 3, we 
will discuss the protocols SSL and TLS and our motivation for choosing these pro-
tocols. Section 4 elaborates on some of the backgrounds of research. Section 5 gives 
detailed information about the authentication approach adopted to secure our agent. 
In Section 6, we elaborate on the implementation of the approach. Finally, Section 7 
concludes the paper.

6.1.1 mobile aGeNt seCurity CouNtermeasures

The mobile agent faces critical security risks because of its strong mobility where its 
code, data, and state are exposed to other platforms into which it migrates for getting 
information or execution in the sake of accomplishing a designated goal. It gives 
either a malicious platform or another agent a chance to alter or even kill the agent 
before it attains its goal or accomplishes its assigned task. Therefore, the following 
security properties should be taken into consideration [8–10] so that the agent will be 
more certain about the visited platform and vice versa:

• Authentication and authorization: By assuring that communication initiates 
from its originator.

• Privacy and confidentiality: Assuring confidentiality of exchanges and 
interactions in an MAS in order to secure the communication of a mobile 
agent with its environment.

• Nonrepudiation: By logging important communication exchanges to pre-
vent later denials.

• Accountability: By recording not only unique identification and authentica-
tion but also an audit log of security-relevant events, which means all secu-
rity-related activities must be recorded for auditing and tracking purposes. 
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In addition, audit logs must be protected from unauthorized access and 
modifications.

• Availability: The agent platform should be capable of detecting and recov-
ering from software and hardware failures. It should be able to deal with 
DoS attacks and to prevent them as well.

• Anonymity: The mother platform should keep the agent’s identity hidden 
from other agents and maintain anonymity and determine the identity when 
necessary and legal.

• Fairness or trust: The necessity to ensure fair agent platform interaction 
where the agent should be able to assess the trustworthiness of information 
received from another agent or from an agent platform.

6.1.2 ssl/tls disCussioN

SSL and TLS are the most advised and widely used secure communication protocols 
to create a secure link between a server and a client machine over the Internet [11, 12].

6.1.2.1 Secure Sockets Layer Protocol
This is a security protocol that is used to encrypt connections between two parties 
[13], most commonly between a web browser and a web server. This is commonly 
referred to by the dual moniker SSL/TLS, since the protocol suite was upgraded and 
renamed TLS in 1999. The intent of SSL was to provide secure communication using 
classical TCP sockets with few changes in application programming interface (API) 
usage of sockets to be able to leverage security on existing TCP socket code. The SSL/
TSL protocol empowers the security of web applications or any other kind of applica-
tion as underlying infrastructural components. As a separate protocol, it is inserted 
between the application protocol (HTTP) and the transport protocol (TCP) [14].

6.1.2.2 Motivation
We opted for SSL/TLS because it provides authentication (signature authentication), 
confidentiality, and integrity. However, TLS provides a more secure method for man-
aging authentication and exchanging messages [15, 16], and because the authentica-
tion of the agent is less developed by the JADE community. However, the JADE-S 
platform requires that users (the owner of the agent or the container) must be authen-
ticated by providing a username and password in order to be able to perform instruc-
tions on the platform. However, it doesn’t authenticate a mobile agent itself so that 
the visited platform verifies the identity of the arrived agent to ensure that the agent 
has not become malicious as a consequence of alterations to its state.

6.2 RELATED WORKS

The research in the area of mobile agent development and applicability is still active, 
especially in terms of the security of this technology. Several projects have devel-
oped execution environments for mobile agents. However, authentication mecha-
nisms have been partially discussed and addressed:
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Vila, Schuster, and Riera [17] have explored the challenges, issues, and solutions 
to fulfil the security requirements of an MAS based on the JADE framework. By 
presenting a sufficient security vision for MAS, several security features are con-
sidered, from the authentication over encryption of the exchanged data up to the 
authorization of the access to services assigned only to a determined group. In the 
same sense, Bayer and Reich [5] have addressed specific security requirements for 
mobile software agents; one of these requirements is the authentication and pos-
sible threats for agent system operations in the context of Java Agent Development; 
their main objective was to show existing vulnerabilities and security breaches by 
analyzing the security of the JADE platform, giving existing improvements to the 
confidentiality of software agents merging from one agent platform to another and 
introducing trusted agents and their implementation in JADE. Berkovits, Guttman, 
and Swarup [18] have granted three security goals for mobile agent systems and have 
proposed an abstract architecture to achieve those goals. Their architecture is based 
on four distinct trust relationships between the principles of mobile agent systems. 
They have used existing theory—the distributed authentication theory of Lampson 
et al.—to clarify the architecture and to show that it meets its objectives. Ismail 
and Emirates [19] have described authentication mechanisms for mobile agents. In 
these mechanisms, the authentication of mobile agents is controlled by the mobile 
agent platforms using a digital signature and a public key infrastructure. Agents are 
authenticated via the authentication of their running platforms.

6.3 PROPOSED APPROACH

The authentication approach that we propose is based on signature authentication, 
where signature authentication is an alternative method of identifying who you are to a 
server, instead of typing the password. In our case, it is to identify multiagent authen-
tication to the visited platform or server using the signature authentication, as well by 
authenticating the agent platform and the intended visited platform using the protocol 
SSL/TLS. Therefore, we propose that both the platform and agent identify each other 
on arrival to the destination platform by requesting authentication using the protocol 
TLS, which is valid for multiple user authentication–based agent servers (Figure 6.1).

6.3.1 desCriptioN of the approaCh

Our approach is designated to respect the presented scenario in the Architectural 
Overview section. When a mobile agent calls the migration method the hosted plat-
form, as we have detailed in our paper [20], it encrypts a formatted header using the 
RSA algorithm that consists of the agent owner identifier, the agent’s code permis-
sion, and the agent’s unique identifier, in addition to a signature of data or code, after 
generating the agent code and state signature using a private key. The agent (state 
and code) along with its header is sent to the destination server. On reception of the 
signed agent associated with its identifier header, the receiving server requests a 
TLS authentication to authenticate the mobile agent platform that sends the agent. 
In case of multiple migrations, the master agent invokes a signing agent, which will 
be in charge of signing, verifying, and validating the agent authentication. In the 
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case of a multi-authentication request, the agent’s platform invokes in parallel the 
adequate number of processing agents. Each agent will be in charge of receiving 
the authentication request and validating the certificate by communicating the keys 
to the invoker of the TLS authentication in order to validate the sent signatures. 
Then, the receiving server decides whether to accept or reject the execution of the 
agent based on the successful authentication and digital certification verification of 
the agent platform after the communication of the session keys (Figure 6.2).

6.3.2 experimeNtatioN: implemeNtatioN oN jade

In the present section, we present an architectural overview of the proposed mobile 
agent scenario followed by a description of our implementation of the authentication 
approach. This implementation is conducted in the JADE platform, and we are limit-
ing our simulation on containers located in the same physical platform. The practical 
tests of the implementation are carried out in a machine which contains two contain-
ers that will represent the destination machines and the main container for the hosted 
agent. For the creation, management, mobility, and execution of agents, we adopt the 
JADE Snapshot during the agent trip from the native platform to the hosting platform.

6.3.2.1 Architectural Overview
Each agent platform or server in the system communicates with a trusted third-
party certification authority (CA) to obtain a private key and its corresponding 
digital certificate. The agent server’s digital certificate is digitally signed by the CA. 
A KeyStore is associated with each agent platform or server in the system, which is used 
to store and manage private keys along with their corresponding digital certificates. 

FIGURE 6.1 Authentication process.
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The hosted platform or agent server retrieves its private key and the corresponding 
digital certificate from the KeyStore to sign a mobile agent and its header. The signed 
mobile agent associated with its header is then sent to the destination platform. On 
reception of the mobile agent associated with its header, the visited platform initiates 
a TLS connection to retrieve the CA’s digital signature and to decrypt the mobile 
agent’s header and to verify the agent signature in order to make sure that the right 
agent does the right thing.

To summarize the design of our minimal implementation for a secure mobile 
agent authentication, an agent migration to a destination agent server consists of the 
following steps (Figures 6.3 and 6.4):

a. Serialization of the state of the assigned agent.
b. Serialization of the state of the agent and associating the agent with the 

header.
c. Retrieval of the agent platform private key and digital certificate from the 

local KeyStore.
d. Creation of an object signature to be used in signing the agent.
e. Initialization of the signature object with the server private key.
f. Updating the signature object using the agent’s state for encoding.
g. Generation of the mobile agent signature using the signature object from 

step (d).
h. Generation of our agent header and then encrypting our header using the 

private key which includes the signature and sender agent.
i. Associating the header to agent’s state, code and sending of the agent header 

and the agent to the destination agent server.
j. Reception of the agent in the destination agent server or platform and cre-

ation of a new thread for the execution of the agent.

FIGURE 6.2 The scenario of the approach for two authentications requests.
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k. Initiating the communication using the TLS protocol for retrieval of the 
sender agent server’s public key and digital certificate.

l. Deserialization of the agent’s state.
m. Decrypt the header using the CA’s public key shared by the protocol TLS 

after verification of the sender agent server’s digital certificate using the 
CA’s public key from step (k).

n. Verification of the agent’s signature.
o. Run the agent if verification succeeds.

FIGURE 6.3 Authentication scenario hosted platform.

FIGURE 6.4 Authentication scenario visited platform.
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6.3.3 simulatioN

We will adopt a concrete illustration for the authentication scenario by considering 
a mobile agent that visits the web sites of several pharmacies searching for a plan 
that meets a customer’s requirements. We focus on four servers: a customer server, 
a pharmacy’s server, and two servers owned by competing pharmacies, for instance, 
FARMACIE A and FARMACIE B. The mobile agent is programed by a web site 
for selecting the best prepharmacy price. The agent Manager dispatches the agent 
to the FARMACIE A server, where the agent queries the product database. With 
the results stored in its environment, then the agent migrates to the FARMACIE B 
server, where again it queries the product database. The agent compares product 
and price information, decides on a plan, migrates to the appropriate prepharmacy 
server, and reserves the desired product. Finally, the agent returns to the customer 
with the results (Figure 6.5).

6.3.4 test

This part of the section presents the execution time of the proposed solution using the 
JADE platform. We are limiting our simulation to containers located in the same phys-
ical platform as a distributed architecture (Figure 6.5) using the presented resources 
at the beginning of the section. We intend to develop this solution to a distributed one.

For the creation, management, mobility, and execution of agents, we adopted JADE 
Snapshot. During the trip of the agent from the native platform to the visiting platforms, 
it performed many operations to ensure the proposed approach. From the results, it is 
observed that for communicating the public key between the agent platform and the 
visited platform it took less than 140 ms. By using the TLS protocol, as for encrypting 

FIGURE 6.5 Simulation architecture in the JADE platform.

9781032347899.indb   56 04/04/22   3:53 PM



57Authentication Model Using JADE Framework for Communication Security

the header using RSA, which contains information that verifies the agents, it has taken 
almost 173 ms., while by using Schnorr signature to ensure the integrity of our data, 
it has taken less than 700 ms., and for the ECC elliptic curve, it has taken 1200 ms. to 
encrypt our agent and guarantee its confidentiality. It has taken almost 10 ms. for the 
migration time of the agent associated with its header for each container. As for the 
decryption of the header agent at its arrival to its destination container, it is similar to 
the encryption time, while for the signature verification it has taken less than 100 ms. 
Given the use of a distributed platform in a single machine, we might conclude the 
total execution time has a value of 2323 ms., which is very promising for the use of 
the proposed approach in securing web application while considering the security of the 
agent itself both for the visited and the main platform (Figure 6.6).

6.4 CONCLUSION

In this work, we explored some security requirements for mobile agents and presented 
the most used secure communication protocol, SSL/TLS, and we also gave our moti-
vation for using this protocol in our authentication approach in order to secure the 
agent authentication. The presented approach is based on digital signatures and public 
key infrastructure shared with the TLS communication protocol. In this model, we 
expected that agents would come from a trusted platform and that the hosted plat-
form agent would be assured about the other agents, since the visited platform which 
executes an agent has partial and sometimes full control over that agent. In addition, the 
proposed authentication approach is adequate for any MAS platform, or a trusted server 
that is able to run the agents. Due to digitally signing the agent every time it is sent, we 
grant both its nonrepudiation and integrity; thus, it is easy to identify a malicious plat-
form sending a malicious agent. The agent platform from which we receive an agent has 

FIGURE 6.6 Execution time for one agent.
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to verify the integrity of the agent from the previous sender by verifying the associated 
header to the arrived agent. In case of alteration, the signature will be nonvalid. Our 
authentication approach ensures that the visited mobile agent was not altered in its way, 
and therefore the visited platform can be sure that there were no changes in the agent’s 
state, and it can execute its instruction safely accordingly to the code permission in the 
associated header of the agent which authenticates both the agent and its owner.
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7.1 INTRODUCTION

Today, energy demand is a growing challenge that humanity faces. Over the centu-
ries, our energy consumption has steadily increased and exploded over the past cen-
tury. So far, most of our energy is produced from fossil reserves: coal, oil, and gas. 
Those fossil energies are in one part responsible for the global warming and climatic 
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change, and in other part, these reserves will disappear in the future. It is therefore 
necessary to use nonfossil energy sources and clean ones.

Long-term alternatives to fossil fuels are renewable energies. Renewable energy 
resources are clean and inexhaustible. One of the most suitable renewable energies 
is solar energy. It is clean and free and can perfectly help to solve the problem of cli-
matic change. The most advantageous way to exploit this energy is by concentrating 
the sunlight in solar plants. A parabolic trough solar thermal power plant (PTSTPP) 
is one of the concentrated solar power (CSP) technologies that transforms the 
energy radiated by the sun into heat at high temperature, then into mechanical and 
electrical energy through a thermodynamic cycle (Cac 2013). Once the energy is 
captured, the main challenge is to control, manage, and transport it to the electricity 
grid in compliance with regulations. Unfortunately, solar energy has certain num-
ber of intrinsic limitations: production fluctuations or geographical possibilities for 
implementation. Production fluctuations generate problems on the electricity grid 
for maintaining the balance between consumption and production. The uncertainty 
about cloud cover or wind speed and the rapid variation of their production force the 
manager to compensate by using and increasing the reserves of the energy storage. 
The storage of energy can stabilize the production of electricity by storing thermal 
power during periods of high production to restore it when production falls (Guney 
2016). However, energy storage reduces efficiency and increases the costs of the 
power plant. Energy forecasting helps to anticipate the availability of generation 
sources and thus facilitates the management of the grid. The forecasting methods 
are based on historical data. Generally, forecasting tools are based on artificial 
intelligence algorithms like fuzzy logic, neural network, genetic algorithm, or a 
combination of two techniques.

Many studies applied artificial intelligence methods like artificial neural net-
works (ANNs) and adaptative neuro-fuzzy inference system (ANFIS) to forecast 
the energy production. In (Almonacid et al. 2009), the authors use a multilayer per-
ceptron (MLP) neural network with two inputs: temperature and irradiance, to pre-
dict the power produced by a photovoltaic (PV) installation. An ANFIS with an 
echo state network (ESN) for short-term PV power prediction was developed and 
compared in (Jayawardene et al. 2015). Forecasting the energy production of a PV 
resource by using artificial intelligence techniques such feed-forward and an Elman 
neural network was explored in (Dumitru et al. 2016).

Other studies that use ANN and ANFIS models to predict the energy production 
like solar, wind, and hydraulic systems can be found in (Ihya et al. 2014; Kassa et al. 
2016; Dumitru et al. 2017; Hammid et al. 2018).

In this work, we used ANN and ANFIS methods to predict the daily electric pro-
duction of a solar power plant located at Ain Beni-Mathar (northeast of Morocco) 
using the structure of the past to predict the future. For input data we used daily 
time step climatic data in addition to the previous daily time step energy produc-
tion. Data from 1 November 2011 until 31 December 2015 were used to train and 
validate the models. The data are presented as a time series, and forecasting time 
series data is an integral component for management, planning, and decision-making. 
Comparisons were made between the two techniques in order to define their predic-
tion accuracy.
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The paper is organized as follows. Section 7.2.1 presents the description of the 
solar power plant. Section 7.2.3 devoted to the methods used for the estimation. 
Section 7.3 presents the study results of the work carried out. Finally, conclusions 
are presented.

7.2 MATERIALS AND METHODS

7.2.1 desCriptioN of the solar poWer plaNt

The Ain Beni-Mathar Integrated Solar Combined Cycle Power Plant (ISCC) (Figure 7.1) 
consists of a PTSTPP and a natural gas-fired combined cycle (NGCC) power plant 
(Alqahtani et al. 2016). Solar irradiation contributes to increase the total power of 
the plant up to 20 MW. The study focused on the electric production that comes from 
the PTSTPP.

At the power plant location, the daily DNI (considered as the sum of DNI on the 
day) varies from 3.08 KWh/m2 in November to 8.86 KWh/m2 in June; the monthly 
average ambient temperature varies from 5.2°C in February to 30°C in August; the 
monthly evolution of the average wind speed varies from 1.73 m/s in December to 
5.4 m/s in February, while the monthly average relative humidity varies from 21.8% 
in August to 77% in December (Zaaoumi et al. 2018).

FIGURE 7.1 Components of the integrated solar combined cycle power plant in Ain 
Beni-Mathar.
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7.2.2 eNerGy produCed by the ptstpp

The solar energy harvested by the collectors is concentrated in a metal pipe inside 
a vacuum glass tube. Inside the pipe, the heat transfer fluid (HTF) is circulated and 
heated to a temperature of 400°C. This fluid is then pumped through a conventional 
heat exchanger to produce steam at high temperatures and pressures. The produced 
steam is used in a Rankine cycle to produce electrical energy through the generator 
coupled to the steam turbine.

The thermal power at the heat exchanger (Q [W]) is given by the equation:

 Q m .C . Tth HTF p,HTF= ∆  (7.1)

m∙ HTF [kg/s] is the mass flow rate of the HTF, Cp,HTF is the heat capacity [J/kg K] of 
the HTF, ΔT is the HTF temperature difference measured between the inlet and the 
outlet at the heat exchanger [°C].

The contribution of the solar field in the total electrical energy produced by the 
plant (E [Wh]) can be determined considering the global efficiency of the heat con-
version into electricity ηg = 0.26:

 Q   .Qele g th= η  (7.2)

We try to predict the electrical energy production using ANN and ANFIS models. 
Figure 7.2 shows the electrical energy production of the power plant over four years 
(2012–2015).

FIGURE 7.2 Monthly electrical energy production for four years.
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7.2.3 method

In this study, ANN and ANFIS methods are applied to estimate the daily energy 
production of a PTSTPP located at Ain Beni-Mathar.

7.2.3.1 Artificial Neural Networks
ANNs are data-processing systems based on the working mechanism of the biologi-
cal neural system. ANNs are used to solve different problems in science and engi-
neering, particularly in some fields where the conventional modeling methods fail 
(Najafi et al. 2009).

The MLPs are the most popular type of ANNs. The majority of MLP models 
developed are three layered, as indicated in Figure 7.3. The first layer corresponds to 
the import input of the signals. The second layer is defined as the hidden layer that 
allows receiving and processing of the input variables using the transfer functions. 
The third layer corresponds to the output layer, which consists of the output units of 
the network.

Before their use, ANNs must be well trained to anticipate connection parameters. 
To train a network, the algorithm of back propagation (BP) of the gradient is the most 
often used method (Boukelia et al. 2017).

7.2.3.2 Adaptative Neuro-Fuzzy Inference System
ANFIS allows the application of ANN and fuzzy logic together (Jang 1993). It belongs 
to the family of hybrid systems. ANFIS is a combination of two artificial intelligence 
methods, which uses the benefit of both methods. The structure of ANFIS supports 
the Takagi–Sugeno-based systems (Takagi et al. 1985). The architecture of the adap-
tive network has five network layers (Figure 7.4).

Analyzing the mapping relation between the input and output data, ANFIS can 
establish the optimal distribution of membership functions using either a BP gradient 
descent algorithm alone or in combination with a least-squares method.

FIGURE 7.3 Structure of ANN model with six input variables.
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7.2.3.3 Estimation of Prediction Error
In order to select the best model, the models’ performances were evaluated using 
regular comparison tools in modeling: the coefficient of determination (R), root 
mean square error (RMSE), and mean absolute error (MAE).

 R
y y . t t

y y . t t

k 1
k k

k 1
k

2

k 1
k

2

∑
∑ ∑

( )

( )

( )

( )
=

− −

− −
=

= =

 (7.3)

 RMSE  
1
N

 . t t
k 1

k
2∑( )= −

=

 (7.4)

 MAE
1
N

 .  t y
k 1

k k∑ ( )= −
=

 (7.5)

yk and tk denote, respectively, the network output and the measured value for the kth 
element.

7.2.3.4 Data Normalization
In order to enhance the network prediction processing, all the measured data involving 
electric energy production, direct normal irradiation, ambient temperature, wind speed, 
and relative humidity values, collected at Ain Beni-Mathar station, were normalized 
between 0 and 1 according to the following equation.

 X
X min(X ) 

max(X ) min(X )
i

ki k

k k

= −
−

 (7.6)

FIGURE 7.4 Adaptive neuro-fuzzy inference system structure.
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where Xi is the ith normalized value, and Xki is the ith input of the vector Xk = (Xk1,…,Xkn) 
that we will normalize.

7.3 RESULTS AND DISCUSSION

The aim of our study is to use and compare ANN and ANFIS models in order to 
predict the daily electric energy generation of a PTSTPP. The input variables are 
daily direct normal irradiation (DNI), day of the month (Dm), daily average ambient 
temperature (t), daily average relative humidity (Hr), daily average wind speed (Ws), 
and daily previous production (Et-1), while the daily electric energy production is the 
output variable. To train and validate the models, the MATLAB platform was used.

The dataset used in this study covers a period of more than four years between 
1 November 2011 and 31 December 2015. The data were divided in two phases: 
training and validation; data between 1 November 2011 and 31 December 2014 were 
used for training phase, and for the validation procedure, we used the data of the year 
2015. In this study, we have undergone a detailed processing of the data, and only 
the data where there is energy production have been considered. It is well noted that 
there are days where there is no solar energy production because of not enough solar 
irradiation or the maintenance of solar components. So, we eliminated those data to 
have a model that links the variation of the input parameters with the variation of 
energy generation.

For the ANN model, the network was trained and validated by using Levenberg–
Marquardt BP algorithm (Table 7.1). We selected this algorithm because it performed 
the best in the predicting procedure. To choose the best ANN architecture we varied 
the number of neurons in the hidden layer from 1 to 10.

For the ANFIS model, we used the subtractive clustering as FIS generation 
method. We varied the numbers of radius between 0.5 and 1 in order to select the 
best ANFIS architecture that will yield to the best generation result in terms of R, 
RMSE, and MAE. Table 7.2 shows details about the ANFIS model used in this study.

For both models, we consider that the architecture that gives the best results in 
terms of R, RMSE, and MAE for validation procedure is the best one. The results 
obtained from the measurement and the results generated from ANN and ANFIS 
models are discussed in this article. Table 7.3 shows for each tested ANN archi-
tecture, the average performances in terms of R, RMSE, and MAE is 10 runs. The 
results are promising, and it was found that the architecture that yielded to the best 
generalization results is the architecture with four hidden neurons. Table 7.4 shows 

TABLE 7.1
Parameters of the ANN Model

ANN Info Parameters
Number of epochs 1000

Training algorithm of network Back propagation

Type of activation functions Logsig, tansig

9781032347899.indb   65 04/04/22   3:53 PM



66 Internet of Everything and Big Data

TABLE 7.3
Average Performances Obtained for Different Numbers of Hidden Neurons

Hidden 
Neurons’ 
Number

Training Phase Validation Phase

R RMSE MAE R RMSE MAE

 1 0.9224 0.0868 0.0634 0.9203 0.0972 0.0716

 2 0.9330 0.0809 0.0600 0.9304 0.0943 0.0697

 3 0.9396 0.0769 0.0570 0.9386 0.0925 0.0701

 4 0.9451 0.0735 0.0539 0.9408 0.0899 0.0662
 5 0.9465 0.0725 0.0531 0.9362 0.0906 0.0684

 6 0.9494 0.0706 0.0509 0.9389 0.0896 0.0654

 7 0.9503 0.0699 0.0508 0.9369 0.0907 0.0661

 8 0.9516 0.0691 0.0501 0.9335 0.0912 0.0658

 9 0.9536 0.0676 0.0490 0.9380 0.0901 0.0660

10 0.9554 0.0663 0.0484 0.9330 0.0925 0.0685

TABLE 7.2
Parameters of the ANFIS Model

ANFIS Info Characteristics
Fuzzy structure Sugeno type

Initial FIS for training Genfis2

Epoch 50

Output membership function Linear

Training algorithm Hybrid

TABLE 7.4
Average Performances Obtained for Different Numbers of Radius

Number of 
Radius

Training Phase Validation Phase

R RMSE MAE R RMSE MAE
0,50 0.9672 0.0571 0.0415 0.9099 0.1028 0.0759

0,55 0.9650 0.0590 0.0431 0.9139 0.0975 0.0717

0,60 0.9619 0.0615 0.0443 0.9218 0.0974 0.0721

0,65 0.9553 0.0664 0.0480 0.9213 0.0984 0.0741

0,70 0.9534 0.0678 0.0484 0.9355 0.0912 0.0686

0,75 0.9531 0.0680 0.0488 0.9361 0.0916 0.0685

0,80 0.9519 0.0688 0.0497 0.9299 0.0963 0.0703

0,85 0.9483 0.0713 0.0513 0.9375 0.0895 0.0668

0,90 0.9481 0.0714 0.0514 0.9377 0.0893 0.0664
0,95 0.9427 0.0749 0.0551 0.9373 0.0903 0.0670

1.00 0.9426 0.0750 0.0553 0.9368 0.0907 0.0677
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for each tested ANFIS architecture the average performances in terms of R, RMSE, 
and MAE for different numbers of radius. It is noticed that the best architecture was 
obtained with radius = 0.9.

Figure 7.5 shows the regression plots, respectively, for the ANN model. For train-
ing phase, the value of regression is R = 0.945, and for the validation phase, R = 0.948. 
Figure 7.6 presents the regression plot for the ANFIS model. The values of regres-
sion are R = 0.94 and R = 0.937, respectively, for the training and validation phases.

In this part, we will compare the results obtained from PTSTPP electric energy 
production using ANN and ANFIS models. Figures 7.7 and 7.8 show a comparison 
of the energy production between the measured ANN and ANFIS models, respec-
tively, for the training and validation phases. It is observed from both figures that 
the different energy production curves follow the same trends with a minor dif-
ference, which means that both ANN and ANFIS models can predict the energy 
production.

In order to have a good observation of the energy production curves, we applied 
a zoom on Figures 7.7 and 7.8. A continuous 10 days were considered from different 
years of the study. For the training phase, the years are 2012 (Figure 7.9-a), 2013 
(Figure 7.9-b), and 2014 (Figure 7.9-c). The year 2015 (Figure 7.9-d) was considered 
for the validation phase; we associated together the absolute values of prediction 
errors for training and validation days. It is well noticed that both ANN and ANFIS 
models provide curves that perfectly follow the shape of real ones, despite amplitude 
default in some points, thus, demonstrate the capability of the proposed models to 
predict the electric energy production of PTSTPP.

FIGURE 7.5 Regression plot of ANN.
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A comparison between monthly ANN, ANFIS predicted, and measured electric 
energy production for the solar plant is presented in Figure 7.10. The total yearly 
ANN and ANFIS predicted energy productions are, respectively, 39,341 MWh/year 
and 39,907 MWh/year for the validation year (2015). The real production is about 
44,138 MWh/year. The predicted energy production underestimates with approxi-
mately 10.86% for the ANN model and about 9.58% for the ANFIS model.

FIGURE 7.6 Regression plot of ANFIS.

FIGURE 7.7 Comparison between measured, ANN, and ANFIS predicted energy 
production—training set.

9781032347899.indb   68 04/04/22   3:53 PM



69Estimation of Daily Energy Production of a Solar Power Plant

The monthly errors between ANN, ANFIS predicted, and measured values of 
the electric energy produced by the solar power plant are presented in Figure 7.11. 
For the ANN model, the highest absolute error value of about 21.3% was noticed 
in October and the lowest value of about 1.2% was noticed in November. For the 
ANFIS model, the highest absolute error value of about 22% was noticed in April 
and the lowest value of about 1.7% was noticed in February.

FIGURE 7.8 Comparison between measured, ANN, and ANFIS predicted energy 
production—validation set.

FIGURE 7.9 (a) Zoom on measured and predicted energy—training set (2012). (b) Zoom 
on measured and predicted energy—training set (2013). (c) Zoom on measured and predicted 
energy—training set (2014). (d) Zoom on measured and predicted energy—validation set (2015).
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FIGURE 7.10 Comparison between ANN, ANFIS predicted, and measured energy production.

FIGURE 7.11 Monthly error for the validation year.
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7.4 CONCLUSION

In this paper, we have estimated the daily electric energy production of a PTSTPP 
using ANN and ANFIS methods. The ANN and ANFIS models were developed 
considering six input variables (daily DNI, daily average ambient temperature, time 
in function of day of the month, daily average relative humidity, daily average wind 
speed, and daily previous energy production) and one output data. The estimated 
values for the ANN and ANFIS models were found to be close to the real ones with 
values of regression about R = 0.94 for the validation phase. ANFIS underestimated 
the yearly energy production by 9.58% with monthly absolute errors in the range of 
1.7% to 22%. ANN underestimated the yearly energy production by 10.86% with 
monthly absolute errors in the range of 1.2 to 21.3%. Based on the obtained results, 
it can be concluded that ANN and ANFIS models can successfully estimate the 
PTSTPP energy production.
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8.1 INTRODUCTION

Energy assessment requires measurements and comprehensive data collection in the 
best conditions. Several studies have been conducted on the evaluation of solar radia-
tion by models in order to generate artificial sequences of radiometric data.

Artificial intelligence (AI) is a term that explains, in its broadest sense, the ability 
of a machine to perform functions similar to those that characterize human thought.

AI techniques are grouped into five branches: neural networks, fuzzy logic, 
genetic algorithms, expert system, and hybrid system (Mohandes, 1998; Mubiru and 
Banda, 2008).

8
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The aim of our work is to use neural models to estimate the global daily radiation 
at the renewable energy research unit station in the Saharan environment in order to 
obtain a reliable database.

8.2 MODEL DESCRIPTION

8.2.1 artifiCial Neural NetWork

The artificial neural network (ANN) is a system inspired by theories and observa-
tion of the neural structure and functioning of the human nervous system. ANN is 
a programed computational nonlinear model that is widely used in the field of solar 
energy for design, modeling, and optimization of solar projects.

ANN is a part of AI, which represents a computational model that has the capa-
bility to learn from observational data. The ANN model usually can be divided into 
three parts, called layers: the input layer, which is responsible for receiving the input 
data which must be normalized before being used; the second layer is hidden layer 
that contains a nonlinear transfer function; and the third layer produces the output 
(Mellit et al, 2005; Mellit, 2008).

In teaching an ANN that is being reduced to an optimization problem (Figure 8.1), 
we find the minimum of an error function, so that we can build on this method of 
universal optimization gradient descent, which will be the gradient backpropagation 
rule for multilayer networks, studied in the following sections (Azadeh et al, 2009).

8.2.2 learNiNG alGorithm

Let p and t be the target input and output vectors used for network learning and a 
be the network response. The objective is to minimize the cost function F (mean 
squared error between inputs and network responses) (Rahimikhoob, 2010; Cyril, 
2011) defined as:
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FIGURE 8.1 Neuronal network model.
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Q is the number of examples. This minimization is done according to a delta rule:
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The least mean square (LMS) algorithm estimates the kth iteration of the mean 
squared error e2 by calculating the derivative of the mean squared errors in relation 
to the network weight and bias. So:
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This means that the weights and biases of the network must change:

 2 2   e k p k et e k( ) ( ) ( )∝ ∝  (8.5)

where α is the learning rate. For the case of several neurons, we can write the equation as:
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(8.6)

Multilayer perceptron (MLP), or layered networks, form the vast majority of net-
works. They are timeless (static and not dynamic networks).

8.3 DATABASE PRESENTATION

The data we used in our application are global insolation measurements of the Adrar 
site (latitude 27.87, longitude −0.272).
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The geographical coordinates of Adrar are as follows:

• Altitude: 278 m.
• Latitude: 27° 52 North.
• Longitude: 00° 17 West.

The database has been divided into two subsets; the first is used to perform the 
learning and the other set to do the test. The first contains four years from 2000 to 
2003 (Figure 8.2), and the second a two-year set from June 2003 to June 2005 to test 
(Figure 8.3).

FIGURE 8.2 Daily data of global solar irradiation horizontal 2000–2003, Adrar area.

FIGURE 8.3 Daily data of global solar irradiation horizontal 2003–2005, Adrar area.
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8.4 THE MODEL USED

The model used to estimate global solar radiation on a horizontal plane is the modi-
fied form of the Angstrom equation. This regression equation relates the average 
fraction of daily radiation by the radiation in a clear sky and the average fraction 
of duration of sunshine (Angstrom, 1924; Prescott, 1940; Page, 1961; Duffie and 
Beckman, 1991).

 
= +

0 0

H

H
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S

S  
(8.7)

H: daily global solar radiation.
H0: extraterrestrial solar radiation.
S: sunshine durations.
S0: astronomical duration of the day.
a and b are empirical coefficients.
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Isc: the solar constant (= 1367 Wm2).
φ: latitude of site, δ: solar declination.
ω: sunrise angle.
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The maximum sunshine duration S0 can be calculated as follows:
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(8.11)

8.5 SIMUATION RESULTS

For learning purposes, we used the measured data during the period 2000–2003 
(Figure 8.4).

The correlation coefficient for the forecast R = 0.81651.
The correlation coefficient for the forecast R = 0.76259.
The mean squared error graph (Figure 8.5) shows that the Levenberg–Marquardt 

algorithm gives satisfactory results, and the error is less than 0.7.
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The correlation coefficient for the forecast R = 0.73512.
The function represents an approximation of the correlation between predicted 

and desired outputs (see Figures 8.6, 8.7 and 8.8); according to the data used, the 
coefficient is approximately 0.78, so we can improve on the model to get better 
results.

FIGURE 8.4 Learning phase (first step).

FIGURE 8.5 Quadratic mean error. Curves in red (a), green (b), and blue (c) represent learn-
ing, validation, and test, respectively.
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8.6 CONCLUSIONS

In our study, we were interested in the neural network prediction method, in particu-
lar, the MLP method.

For learning purposes, we used the Levenberg–Marquardt algorithm to calculate the 
weight approximation. For this network, the inputs propagate to the output without return.

For the learning, we used the database from 2000–2003; for the test, we used the 
data from 2003–2005; the simulation with these databases gives results of correla-
tion coefficient equal to 0.81651 for learning and 0.76259 for validation. According 
to the correlation graphs between the desired and predicted outputs, on the one hand, 
and the mean squared error, on the other, we can use this neural model to estimate 
daily global solar irradiations.

Improving the model with the use of the data from the Adrar URERMS research 
unit station remains a work for the future.

FIGURE 8.6 Gradient = 4.8735e-005 for 12 iterations.

FIGURE 8.7 Global horizontal solar radiation estimated from a sunshine duration of the 
2003–2005 period, in red (a) the desired outputs, in blue (b) the predicted outputs (simulated).
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9.1 INTRODUCTION

Human dimension remains especially deficient in terms of our public organizations1, 
especially concerning the management of human resources, which constitutes one 
of the vulnerable points that characterizes the management of public organizations2.
The present study is designed to further our understanding of two problems in the 
public administration:

• The nonexistence of an efficient practical methodology for developing and 
piloting competencies3.

• The absence of objective criteria for the evaluation of personnel 
performances4.

9

9781032347899.indb   81 04/04/22   3:53 PM



82 Internet of Everything and Big Data

Studies and reports dedicated to the subject carried out under the public authority of 
the Ministry of the Modernization of Services noticed the following:

• A statutory and juridical traditional management.
• The inappropriateness of a budgeting frame founded on the principle of 

yearly basis.

9.2 PROPOSED METHODS

Any management is projected, to carry out the projected management is simply to 
reinforce this orientation, which attracts the ambition of management by highlighting 
certain choices. This requirement is obvious in the management of human resources 
of the Moroccan public administration, as in any organization. In effect, our choice 
of the Ministry of Finance is because of its role in piloting and implementing the 
strategy of administrative reform required by the Moroccan government. The pro-
gram was carried out with the help of the World Bank, the European Union, and the 
African Development Bank. It is a strategy of reform of the public administration 
which aims at simplifying administrative structures, simplifying procedures, ame-
liorating performances, and raising the quality of benefits.

First of all, this subject was focused on the diagnosis of the tools of forward-
looking management of jobs and skills implemented within the Ministry of Finance 
in order to take a little of height of view. Then, an exploratory qualitative study 
on a sample of 12 ministerial departments was necessary to be able to analyze the 
relationship between competences and performance across the various tools of 
the management of human resources. The objectives of this study are as follows:

• Identify, list, and analyze the tools of current forward-looking management 
of jobs and skills.

• Diagnose all the tools within the Ministry of Finance.
• Take stock of the actual progress of this system instituted since 2007.
• Put light on the central role across its tools in the development of performance.
• Undertake a benchmarking study at the ministerial department level.
• Perform a total analysis of the state of progress and the degrees according 

to the guide of the ministry of the modernization of services.
• Compare the actual situation of the Ministry of Finance in comparison with 

other departments.
• Get outside recommendations on the cause of weaknesses and raised faults 

hanging the analysis.

All in all, we cannot speak about system competitive forward-looking management 
of jobs and skills without discussing competitive tools. The valuation of these last 
would be the key to diagnosing the whole system5, as well as to discover how it 
relates to performance within the public Moroccan administration. Basic tools that 
concern this study are as follows:

• Job and skill review that allows a classification of jobs and post offices of 
departments.
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• Skill assessment is the analysis and the valuation of professional and per-
sonal competencies, as well as aptitude and motivation of a person. It leads 
to the definition of a realistic professional plan and can adapt to the job 
market, if needed, as well as highlight the need for continuing education.

• Questionnaire are valuable because they introduce numerous advantages, 
both for the colleague and his manager: recognition of performance and 
evolution of the career; help with the management of training and remu-
nerations; and strategy and competitiveness of the firm6.

• The Human Resources Information System: This is a software package of 
inserted management (PGI) or enterprise resources planning (ERP) that 
aims at regrouping several computer applications within a common sys-
tem by taking care of the entire management of some or all functions of 
the organization, including accounting and financial management, human 
resources management, administrative, logistics management, and so on7.

So, a diagnosis of the actual situation of those tools proves to be necessary, but this 
valuation cannot be efficient if it is not balanced by the level of total performance in 
the public administration, which that encouraged use to carry out a benchmark study 
while adopting a qualitative approach8 on a sample of 12 ministerial departments 
through a deep and individual semi-structured interview. It contains 16 questions 
grouped into five parties.

The first party (two questions) allows an understanding of the environment bet-
ter by being progressively focused on the function of human resources and to find 
with link between the percentage of the personnel and tools worked out within the 
ministry. Three other following parties (eight questions) approach the heart of our 
problem by assessing the tools by shining a light on the strong points and weaknesses 
of the four fundamental tools. Finally, the last party, which concerns performance 
will allow to answer our problems by clarifying, on one hand, the relation between 
the tools of GPEC and performance in the public administration and, on the other 
hand, two ubiquitous approaches in public administration: classical administration 
and modern administration based on competencies.

9.3 RESULTS

Sixteen interviews were carried out among the 12 ministries. For the Ministry of 
Economy and Finance, it should be noted that six interviews were accomplished:

• Four at the level of the Directorate of General and Administrative Affairs.
• An interview at the public domain level.
• An interview at the level of the Administration of Customs and Indirect 

Taxes.

As for the sample, we chose to question three types of civil servants:

• The leader of division of Human Resource who carries out strategy as well 
as policies of the ministry.
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• The section head, who represents the intermediate supervision and links 
between the director and servants of service.

The frame manager operating in forward-looking management of jobs and skills, 
with a direct contact with other servants and accomplished one or some of the tools. 
This panel is the most heterogeneous possible to allow us to compare their points of 
view and to determine differences, if need be. We were confronted with a difficulty 
in questioning leaders of the division:

• 61.53% of the public servants loaded with the management of human 
resources are in general young dynamics, endowed with an opening of 
mind and that accept change easily (behavior of change).

• 56.25% are females.
• 80% have the ladder 11, which reflects a very good intellectual level and 

a highly analytical mind, which is the result of solid training and years of 
experience very developed mind of analysis is further to years of experi-
ence or thanks to a very solid training.

For the seniority, it varies from 0 to 21 years which shows that number of years of 
experience is not a fundamental criterion in the philosophy of the forward-looking 
management of jobs and skills. Discussions in general lasted between one hour and 
one and a half hours and were sufficient for collecting the necessary information. 
It is necessary to note, for instance, that it was difficult to supervise two leaders. 
In both cases, discussions were, however, very rich and extended, as in the plan of 
our guide, and every interview took place following the plan, but seven topics were 
favored:

• Forward-looking management of jobs and skills in the public service.
• The strong points and weaknesses of tools.
• The degree of taking over of tools.
• Definition of the performance of the human resource management in public 

service.
• Criteria of valuation of the performance of this function.
• Measure of performance RH by tools.
• Reconciliation between the classical administration and the modern one.

9.4 CONCLUSION

The Ministry of Finances and Privatization has been working for several years to 
modernize its modes of management and the systems of information. The plan of 
forward-looking management of jobs and skills was begun for an overhaul of the 
function of human resources. In effect, the process which was implemented had an 
objective to develop the public service and to provide a model where competencies 
will have only the master word to attain performance. However, the presence of a 
classical system based on hierarchy slows down this change.
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It is necessary to use the moral and factual authority that comes with a politi-
cal and administrative leading role. It will be necessary to know how to ask these 
leaders to get involved and to know how to make their involvement easier. It will 
be necessary to envisage when and how their involvement will be necessary and 
give them all the information they need, as well as instruments necessary for their 
interventions.

It is necessary to know how to gather together all aspects of forward-looking 
management of jobs and skills. This demands good records, to communicate with 
transparency, and to link people to the development of these records. It is necessary 
to communicate to keep the momentum of reform and preserve the membership of 
the actors. It is necessary to allow all actors to follow in a collegiate way the evolu-
tion of the records. In terms of a cultural plan, it is necessary to create a consistent 
speech on change and try to broadcast it in all areas of the administration.

Changes have to remain rather simple, easy to establish, and concrete in the eyes 
of the actors of the administration. It will be necessary to envisage support (tools 
and training) with this effect. You will not have to try to advance too fast, but with 
regularity and determination.

The members will want to optimize the contribution of the ERP so as to give 
information on changes that are standard and examples on desired practices. 
Human Resources Database will be available for consultation at any time, almost 
everywhere and allows providing information standards and consistent answers 
to users.

The communication at all levels of the organization will be the key to success. 
It will be necessary to explain simply and in concrete terms the perspective of and 
justification for changes. A strategy of communication is essential.

The strategy of communication will contribute to acknowledge the innovative 
organizations so it won’t be a question of identifying who are the “champions,” but 
who play a key role to serve the public administration.
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10.1 INTRODUCTION

The philosophy of automated trading encouraged serious individual traders to step 
into the world of professional institutions, as the automated trading platform pro-
vided professional tools that are completely similar to what traders can use at banks, 
financial institutions or brokers [1]. In manual trading, there are limitations; one of 
the first limitations is that execution performance will be slow, so there is a server 
between the trader and the execution (the broker), so it is not consistent access to 
the market. Today, we have algorithmic trading, high-frequency trading, and direct 
market access (DMA), which means that it is possible to directly access the market 
without an intermediary and trade directly [2]. Nowadays, most digital information 
is stored on servers. All these servers are connected to a few networks. This system 
has existed for some time now. Problems were detected but never resolved, mostly 
for technological reasons. Indeed, we can talk about the security or the stability of 
these servers. At present, if the server we are connected to is crashing, we will not be 
able to do anything, and we will have to wait for the server to be put back into service 
in order to access our data. It has happened to us all at one time or another that a web 
site does not work or that a device does not connect. This is due to our current system 
that is server-based, and this is the classic problem in the world of finance, because it 
is necessary at the end of the day to make the settlement between the banks [3]. All 
this could disappear if Blockchain technology is adopted.

Currently, several approaches have been proposed in the world, some already in 
experimentation. The most notable approaches are based primarily on a peer-to-peer 
(P2P) network to manage the distribution without the use of Blockchain. All these 
solutions mainly address the issue of transaction security [4]. The solutions based on 
Blockchain are few, and the closest one to our approach that uses a Moroccan digital 
currency remains that of Bitcoin. This cryptocurrency allows individual traders to 
trade currency anywhere in the world in a short time and at a very low cost. This 
paper presents a view of the various applications of this technology, which is now 
the focus of attention of all countries in the world to facilitate trading in all interna-
tional markets [5], and the current understanding of Blockchain technology and how 
to participate in reducing the cost of digital currency conversion to trading between 
customers and individual traders. We provide a study on the various opportunities 
for sustainability associated with the use of Blockchain technology through which 
it occurs. This study will help novice traders and researchers continue to assess the 
potential use of Blockchain technology to improve durability. However, before look-
ing at Blockchain technology in the financial markets and how it can reduce the cost 
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of order transfer, we first identify the concept of a trading broker and how the plat-
form to the server is slow to make decisions. And we will propose a code of the 
digital currency developed in the C++ language, which we will use in the application 
of the Blockchain technique.

10.2 THE CONCEPT OF THE BROKER IN TRADING

A stockbroker is also called a registered representative or financial advisor or simply 
an intermediary, and this is a professional who executes sales and purchases orders 
and other securities on the stock market, or even outside the stock exchange for a 
commission or fee. Brokerage companies and transactions for retail and institutional 
clients and brokerage companies and brokerage dealers are also referred to as bro-
kers. It was usual that only the wealthy would be able to hire a broker to get to the 
stock market [6]. Many speculators feel puzzled when opening a real account for 
them from the large number of companies in the market, but the decision to open an 
account with the companies of the bank needs to trializing, thinking and discussing, 
and the time spent in the search will give a good idea of the services of the company 
and the fees charged by the company for these services. Most brokerage companies 
offer mini accounts and micro accounts, which are very small accounts where the 
pips reach a cent, and to open an account with them starts from $200.

10.2.1 eleCtroNiC tradiNG

Successful trading in the Forex market requires a commitment to a set of rules and 
principles that will make a major difference in the results of private trading. In the 
past few years, the Forex market has spread significantly throughout the world, espe-
cially the Arab world, due to the development of information and communication 
technology. It became clear that the most important reason for the failure of the 
Forex market, which eventually led to the loss of money for many traders and left 
them trading in foreign currency without return, is random trading disorder [7]. In 
addition, most traders in the Forex market were trading without having any prior 
experience or without following the rules and principles of sound trading that would 
have brought them success. The most important rules that will lead to high levels of 
profits when trading in the Forex market are explained next.

10.2.1.1 Open a Trading Account
The beginning of trading in the currency market through a fake trading account 
or a demo account is one of the fundamentals of trading in the currency market. 
Starting with a virtual trading account helps to evaluate the trading platform of the 
selected broker, by trading through the imaginary account through fake funds and 
not real money. There are several basic considerations for choosing a trading plat-
form because this platform is the program that will carry out all your trading peri-
ods and will analyse your trades [8]. The trading platform must be easy in terms of 
characteristics and understanding in terms of simplicity and ease of use, in addition 
to the speed of implementation of all purchase orders and sale and stop loss orders 
and objectives in the trading program. The trading platform should contain analysis 
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tools, charts, and recent data on the trading market and should include all the latest 
news related to the trading market.

10.2.1.2 Currency Pair to Trade
Any currency for any country can be traded, but this is dependent on the brokerage 
company through which it enters into the currency market for each country of its 
own currency. In the Forex market, each currency is given a special code so it can 
be dealt with without mistakes. For example, several countries may be similar in the 
name of the currency you are dealing with. The dollar is the name of the currency of 
the United States of America, the currency of Australia, and the currency of Canada 
and many other countries, so when there are mistakes in buying and selling, it was 
agreed internationally that the currency of each country be given a symbol of its own 
known throughout the world. These codes are known as ISO codes [9], as shown in 
Figure 10.1.

10.2.2 GraphiCal user tradiNG

A trading platform is a type of software that acts as a link between the trader and 
the brokerage company. This platform displays some information such as currency 
exchange rates and charts. It contains an interface to enter trading orders for the 
brokerage firm to execute. The platform software is based on the type of computer, 
meaning that the application is installed on the personal computer of the trader, who 
is running a computer in one of the operating systems.

All brokerage companies now allow online trading on the Internet with ease, 
but the difference between one company and another is their trading program. Is 
it a complex or easy-to-use trading program? Most brokerage companies have two 
programs: Java program or Web and the program that can be loaded on machine. 
And often the downloaded trading program on machine who works faster does 
not work on all operating systems, for example, a program that work on windows 

FIGURE 10.1 The currency pairs.
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do not work on the Mac and the program that work on the Mac and forced to work on 
the web application, it will work on any computer. Most of the trading programs that 
work on Java are more secure than the programs that you download on your com-
puter in terms of securing implementation and data transfer [10]. Working in Forex 
needs a high-speed Internet connection; slow Internet trading ensures that you will 
not experience fast service and fast execution. Operations are done in less than a sec-
ond, so you need fast Internet access to ensure that the operations are done quickly.

10.2.3 spreads

Spread is the difference between the selling price and the purchase price. You must 
check carefully the selling and buying teams in the currencies offered by the com-
pany because many speculators ignore this, but it is very important. For example, if 
GBP/USD pair has five pips, that will calculate in a day of trading, in an open and 
close of the trades at the same day, that mean at everyday a single transaction in 
every time traders buy or sell GBP/USD, they pays five points from the account. The 
price of the point depends on the value of the contract. Imagine, for example, that 
the point is worth $10. That means that the $50 deducted in each transaction, unfor-
tunately, performs 15 transactions per month. As a simple matter, you can know that 
you lose 75 points in a month and, of course, each point of 75 stops, according to 
contract value $1, $10, or even $100. However, why pay spread while it is possible to 
make it profit. For this reason, it has become essential to eliminate the intermediary 
companies because the spreads are larger, the losses are greater [11].

10.2.4 iNfrastruCture for CurreNt market

Network topology is defined as the structure by which nodes and network connec-
tions are connected. We mean both networks: a computer network and a biologi-
cal network. In terms of computer network typology, it refers specifically to the 
logical or physical topology of the network. We will learn more about networking 
topology [12].

10.2.4.1 Types of Network Topology
There are many major types of network topologies (Figure 10.2) that are divided into 
two parts: the first one is more abstract, the second is more stratified and multispe-
cies and from it we have following types of topologies:

a. Bus Topology
This is the type of network topology in which each network node connects 
to a shared transmission medium, which only has two parties, often called 
the backbone or trunk; all the data exchanged by the network elements pass 
through it and can be received from all nodes at one time, ignoring generation 
delays.

b. Star Topology
In local area network (LAN), using this topology, all machines are connected 
to a hub. In contrast to linear topology, each machine can communicate with 
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the central axis point to point. All signals pass through the central axis acting 
as a booster or repeater of the signal, allowing the signal to reach a greater 
distance. In this structure, each computer has a direct link to the hub.

c. Ring Topology
In the design of a ring-type network, the devices are connected to the network 
with a continuous loop or a circuit of the wire. The signals move around the 
loop in one direction and pass through each device on the network. Each com-
puter on the network acts as a repeater. The signal is reactived and reinfored 
then sent on the network to the following computer, so when the signal is sent 
to each peripheral of the network then the failure of only one device will stop 
the operation of network.

d. Hierarchical Topology
This is known as the central control of the central computer on the computers 
of the terminal, which contains only a screen and keyboard keys that are used 
to enter orders and cannot be stored and processed only through the central 
computer host. It is a redundant algorithm for the creation of networks that can 
reproduce the unique characteristics of a nonstandard network topology and 
provide high contract aggregation at the same time.

It is noted that each of the previous types of networks of different structural and 
engineering design has its advantages and disadvantages, but the second type, that 
is, the star network, is the best of these types because of its simplicity and ease of 
design. In this type, there is a possibility of detecting an error quickly and easily and 
the possibility of future expansion of the network flexibly.

10.2.4.2 Logical Topology
Logical topology is the way a signal behaves between network nodes, or the way data 
travel from one device to another in the network, regardless of the physical interface. 
A logical topology does not necessarily have to be analogous to a physical topology; 
for example:

FIGURE 10.2 The physical structures of the network.
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• In Ethernet networks that use twisted pair, they follow a logical linear 
topology with the appearance of a physical linear topology.

• In IBM’s Token Ring networks, it follows an orbital logical pathology with 
the appearance of an astrophysical topology.

The logical topology expresses the shape of the path that the data take between the 
nodes of the grid, while expressing the true path of the signals (optical, electronic) 
when they cross the nodes.

10.3 CRYPTOCURRENCIES AND BLOCKCHAIN

Blockchain is the core technology of Bitcoin, as it represents proof and documenta-
tion of all transactions on the Web. This technique is suitable for all types of finan-
cial transactions, including services, commodities, and others. Its potential is almost 
unlimited, from raising taxes to enabling immigrants to send money to their families 
living in countries experiencing difficulties in banking.

The global market has become very dynamic at present, in part because of the 
emergence of many technologies daily such as artificial intelligence, large data, and 
Internet of things that can change our entire lifestyle. Blockchain is one of the tech-
nologies that can have the same impact on our lives, especially in the financial and 
information technology fields. More people are seeing the potential of this technol-
ogy, and terms such as Bitcoin and digital currencies are becoming common [13].

Of course, marketers who usually ask about the impact of any new technology 
on them can ask about the effect of Blockchain on the long-term marketing industry. 
The first is how Blockchain affects the basic technology used in commission market-
ing; the second aspect is how to apply commission marketing based on coding and 
Blockchain technology.

10.3.1 CryptoCurreNCies

Cryptocurrency started when an anonymous person named Satoshi Nakamoto 
invented Bitcoin in 2008, an open-source encrypted currency that can be used for 
P2P trading. This currency initially found interest from a small community of cod-
ing professionals and programers, but soon spread among ordinary people.

In order to understand how big a change in people’s dealings with Bitcoin can be 
compared to a situation of the currency in 2009 when one of the coding profession-
als tried to sell 10,000 homes for $50 without finding a buyer; while the value of one 
Bitcoin recently is 1,000 dollars, and indeed, the people who have ventured into buy-
ing thousands of Bitcoin at the start are millionaires now [14]. Because the Bitcoin 
market is becoming increasingly saturated, many alternative electronic currencies 
have appeared to be unevenly successful, and buyers of these currencies often have 
the wrong hope of replicating the financial success of the Bitcoin pioneers.

Coded currencies are guaranteed by trust, security, confidentiality, and the benefit 
of reducing the fees for financial transactions that mandatory money and banks are 
unable to provide today. While traditional remittances require at least three days, 
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the Bitcoin transactions take place within an hour or less. While remittance charges 
in traditional institutions such as Western Union amount to 10% of the value of the 
remittances, the Bitcoin remittances charge less than 1%.

There is a limited and final number of Bitcoin, which is 21 million, which makes 
it a shrinkage currency whose price is determined by the law of supply and demand, 
whereas central banks can control the prices of paper money by printing more money. 
Encrypted currency users do not need to trust a third party during the conversion 
of these currencies or exchange of data, since there is no central unit to control 
them, but thousands of distributed nodes maintain the integrity of the general record 
of encrypted currencies, or the so-called Blockchain, which hinders any attempt to 
modify previously installed transactions [15].

10.3.2 the CurreNCy of bitCoiN

The currency of Bitcoin is like any currency, in that in order to have value there must 
be a limited number of them. Bitcoin is produced during a process called Bitcoin 
Mining, a process in which people who use the power of their computers to encrypt 
certain data on the Bitcoin are rewarded. This means that coded currencies are a by-
product of a much more revolutionary technique of Blockchain [16].

Blockchain has a large role in organizing transactions for its customers on the 
Internet, which is based on a series of blocks that help to save the information of each 
digital wallet and know its own account and cannot be found on any other account 
because the insurance of the accounts is to have a private key in the network. Every 
time a sum of Bitcoin is spent, it is called a transaction and has a private key. With 
this key, the customer can withdraw the amount from his account.

A transaction is a process in sequential blocks with an encrypted signature, 
where signatures can be matched by views or by covering the keys, it is a private 
key. Therefore the stealing of data or accounts is only through customer’s path. 
Blockchain is a great network that does not allow suspicious operations [17].

10.3.3 marketiNG With bloCkChaiN aNd CryptoCurreNCies

Blockchain and cryptocurrencies have been successful and growing over the past 
few years, so the present may be the best time to enter Blockchain-based commission 
marketing, where the market is still unsaturated. In this case, you can join one of the 
commission marketing programs and invite others and get a percentage of the profits 
or get a specific amount of encrypted digital currency for it.

However, such things are not entirely clear, as the encoded digital currency mar-
ket is very volatile, and the values of the most stable currencies such as Bitcoin can 
fluctuate dramatically from month to month. In addition, there are very few commis-
sions based on Blockchain and cryptocurrencies, so joining such programs requires 
advanced knowledge of such programs and can cause a financial disaster, at worst, if 
the program or currency is supported by insensitive people [18].

Beyond exchange rate fluctuations that affect profit and loss, there are other ben-
efits and risks to consider before trading with foreign currencies in composition and 
other digital currencies.
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10.3.3.1 Decentralized Assessments
One of the most important features of Forex trading with Bitcoin is that there is no 
central bank to assess the indiscriminate change of developers. Due to its decentral-
ized nature, the prices of Bitcoin are free of geopolitical influence, as well as macro-
economic issues such as inflation or interest rates [19].

10.3.3.2 Leverage
Most Forex brokers offer a high leverage of up to 1/1000. Experienced traders can 
use this to their advantage. However, these high margins should be treated with 
extreme caution, as they may further amplify the potential loss.

10.3.3.3 Process Cost
All transactions are digitally signed on public networks without interference from 
banks or agencies. Consequently, there are usually no costs or commissions on these 
transactions, even for global transfers. This improves your business profits.

10.3.3.4 Cost Reduction by Intermediaries
Most foreign exchange brokers that accept cryptocurrency reduce brokerage fees and 
spread costs to attract new trading clients.

10.3.3.5 Security
Bitcoin transactions do not need you to disclose your bank account details or credit 
card details to deposit or withdraw funds, especially when dealing with foreign 
intermediaries.

10.3.3.6 No Geographic Boundaries
The circulation of digital currencies, especially Bitcoin, eliminated global borders 
and the problem of currency trading within the same geographical framework. For 
example, a trader in Africa can trade any foreign exchange through an intermediary 
based in the United Kingdom.

Historically, the application of transactions was based on norms and traditions 
until the emergence of religions which began with treaties, then the enactment of 
laws for this effect. However, the manipulation of these laws burdened the world 
of transactions, and it has become necessary to search for new ways to reduce this 
absurdity especially in the time of the technological revolution, where the world 
turned to the code instead of the laws.

10.3.4 bloCkChaiN teChNoloGy

Blockchain has experienced continuous growth because each time a block is com-
pleted, a new block is created. The blocks are connected to each other in correct 
chronological order so that each block contains the former block. On each computer 
connected to the Bitcoin network followed by a client that checks and tracks transac-
tions, there is a copy of the Blockchain, which is automatically loaded when you join 
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the Bitcoin network. The full version of Blockchain contains logs for each transac-
tion executed without exception.

10.3.4.1 Hash of Current Block
A hash function takes a few data segments and returns a constant string of bits called 
the hash value of encryption, so that any change in the original data will result in 
a significant change in the hash value of encryption. The encrypted data is usu-
ally called the message, and the amount of encryption encoded is called the digest. 
Examples of the hash’s encryption function include the algorithms MD5, SHA1, and 
SHA256, as shown in Figure 10.3.

Thus, in order to add a new block to the block chain, the nodes participating in the 
creation of the chain must launch a cryptographic process, which is the calculation of 
the hash of the block. The purpose of this method is to convert data into a pseudoran-
dom sequence of digits. It is impossible to modify the input data of the algorithm to 
obtain a precise result. This is due to the random nature of the algorithm.

A hash has many applications in the field of information security, especially in 
digital signatures, message authentication codes, and other types of authentication to 
discover duplicate information or entity files, For example:

static const word32 SHA256_K[64] = {
0x428a2f98, 0x71374491, 0xb5c0fbcf, 0xe9b5dba5,
0x3956c25b, 0x59f111f1, 0x923f82a4, 0xab1c5ed5,
0xd807aa98,0x12835b01, 0x243185be, 0x550c7dc3,
0x72be5d74, 0x80deb1fe, 0x9bdc06a7, 0xc19bf174,
0xe49b69c1, 0xefbe4786, 0x0fc19dc6, 0x240ca1cc,
0x2de92c6f, 0x4a7484aa, 0x5cb0a9dc, 0x76f988da,
0x983e5152, 0xa831c66d, 0xb00327c8, 0xbf597fc7,
0xc6e00bf3,0xd5a79147, 0x06ca6351, 0x14292967,
0x27b70a85,0x2e1b2138, 0x4d2c6dfc, 0x53380d13,
0x650a7354,0x766a0abb, 0x81c2c92e, 0x92722c85,
0xa2bfe8a1, 0xa81a664b, 0xc24b8b70, 0xc76c51a3,
0xd192e819,0xd6990624, 0xf40e3585, 0x106aa070,
0x19a4c116,0x1e376c08, 0x2748774c, 0x34b0bcb5,
0x391c0cb3, 0x4ed8aa4a, 0x5b9cca4f, 0x682e6ff3,
0x748f82ee, 0x78a5636f, 0x84c87814, 0x8cc70208,
0x90befffa, 0xa4506ceb, 0xbef9a3f7, 0xc67178f2
}

10.3.4.2 Hash of the Previous Block
The hash of the previous block is the third element of the block (Figure 10.4). This 
effectively creates a series of connected blocks and this makes Blockchain safe. If 
we have a series of three blocks, each block has the unique number hash and the hash 
of the previous block, so when block 3 indicates block 2 and block 2 indicates block 
1, where block 1 is different because it is not possible to refer to an earlier block 
because it is simply the block that was first created, the block is called the origin or 
composition.
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If the second block is tampered with, this will change the hash value of the block, 
so this will make the third block and all subsequent blocks incorrect because they 
no longer store the correct number of the previous block. Any change in the con-
tents of the blocks will make all the subsequent blocks incorrect and unacceptable. 
However, the encryption technology is not enough to prevent tampering with infor-
mation, because computers these days are very fast and can recalculate thousands of 
hashes in seconds. Actually, it is possible to manipulate the block and recalculate the 
new hash to the following blocks to make Blockchain true again and connected; to 
avoid the possibility of this manipulation, the string of blocks has something else to 
prevent it called the proof of work.

FIGURE 10.3 The hash function SHA1.

FIGURE 10.4 The genesis blocks.
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10.4 PROCESS AND DISCUSSIONS

Making successful decisions is the basis of the trading process and has high profits 
by automated trading, which arranges and collects the available data and makes the 
best decision. Automated trading worked to determine the purpose of the decision 
and the basic priorities when making any decision; where we were able to overcome 
the crisis of time by analyzing, arranging, and collecting the available data and mak-
ing the best use of it, the machine made the best decision and began to implement 
it immediately. After the decision was taken by the automated trader, we worked to 
evaluate the decisions and examine the results and the success of the decision, until 
we found a way to integrate four common indicators in the simple moving average 
(SMA), which is one of the most used indicators in the financial markets.
Code of SMA trend

double SMA (const int position, const int period,
const double & price [])

{
double result=0.0;
if (position>=period-1 && period>0)
{for (int i =0 ; I < period ; i++)
result+=price[position-i];
result/=period;
}
Return (result);
}

With that, we were able to make the right decision at the right time; we also didn’t 
stop there, we went even further, while we studied all trades covered by traders when 
they are forced to trade via brokers who cost traders more than 10%. While there is 
a modern and safe technology known as Blockchain technology, from this study we 
present the following:
Genesis block

char* pszTimestamp = "The Times 03/Jan/2009 Chancellor on 
brink of second bailout for banks";
        CTransaction txNew;
        txNew.vin.resize(1);
        txNew.vout.resize(1);
        txNew.vin[0].scriptSig     = CScript() << 486604799 << 
CBigNum(4) << vector<unsigned char>((unsigned char*)
pszTimestamp, (unsigned char*)pszTimestamp + 
strlen(pszTimestamp));
        txNew.vout[0].nValue       = 50 * COIN;
        txNew.vout[0].scriptPubKey = CScript() <<  
CBigNum("0x5F1DF16B2B704C8A578D0BBAF74D385CDE12C11EE50455F3C43 
8EF4C3FBCF649B6DE611FEAE06279A60939E028A8D65C10B73071A6F167192 
74855FEB0FD8A6704") << OP_CHECKSIG;
        CBlock block;
        block.vtx.push_back(txNew);
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        block.hashPrevBlock = 0;
        block.hashMerkleRoot = block.BuildMerkleTree();
        block.nVersion = 1;
        block.nTime    = 1231006505;
        block.nBits    = 0x1d00ffff;
        block.nNonce   = 2083236893;
  }
    return true;
}

When we change a value here, the genesis block gets a different hash and the result 
is a different Blockchain that will not connect to wallets. Now, to see what happens 
when new blocks are created, a copy of those blocks is distributed to the node in 
the network and each node is sure that the block has not been manipulated, then it 
is combined into the standard string for each node. All nodes in the network “vote” 
on which blocks are sound and which are unsound. The blocks that are manipulated 
will be rejected from the rest of the nodes in the network. Blockchain must manipu-
late all the blocks in the string and reproduce the proof of work for each block and 
control more than 50% of the network. Only then will the manipulated blocks be 
acceptable to everyone, and this is impossible to do.

10.5 CONCLUSIONS

The trend toward decentralized renewable energy has increased; the Blockchain 
technique can be used to ensure that the purchase and sale of electricity is error-
free and that each household gets the right amount of energy it produces, a process 
that requires a lot of automation to avoid bureaucracy. Smart is perfect in this case. 
Blockchain can also be used in many other areas such as fraud detection, anti-money 
laundering, and data management, as well as commission marketing.

Authorities should not see these new technologies as threats, but rather as useful 
technologies in one way or another. For that, the administration must pass to the 
digital revolution by dematerializing. But beforehand, it would have to be recognized 
in the legal texts by government as profitable, whatever the asset which is registered 
there.
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Table of Abbreviations:
SCM Supply chain management
RFT Road freight transport
CO2 Carbon dioxide
FP Fiscal power
GVWR Gross vehicle weight rating
EW Empty weight
ρ Coefficient of Pearson
γ Acceleration (m2/s)
Vn Vehicle n
Vmax Maximum speed
Yi Energy consumption (L/100 km) according to the model i

11.1 INTRODUCTION

In the last century, there has been a dramatic increase in economic activity around 
the world. One of the side effects of this is the increase in the use of transport modes 
and consequently the increase in CO2 emissions.

The uncontrolled and poorly planned growth of freight transport has led to several 
problems such as road congestion, environmental pollution, and the deterioration of 
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public health [1]. So, CO2 emissions are related not only to the distance traveled by 
the vehicle but also to the characteristics of vehicles, driver behavior on the road, 
strategic choices of the company, infrastructure, etc. According to the literature, fuel 
consumption and CO2 emissions are strictly interconnected. However, this relation-
ship is not applicable to other air pollutants, such as particulate matter, NOx, and 
CO [2, 3].

This chapter classifies the factors of fuel consumption on three levels (macroscopic, 
mesoscopic, and microscopic). Each level is modeled by a multiple regression function 
to measure the impact of each factor and reformulate the general prediction function.

Vehicle energy consumption Yi = ∑aij xk is a multivariable function influenced by 
internal factors related to the characteristics of vehicles (GVWR, EW, FP, age, etc.) 
and external factors related to the driver, speed, infrastructure, climate, etc.

The prediction of CO2 emissions has become an important research area, as it 
would provide clues and raise awareness of environmental stability.

Emissions of gaseous elements such as CO2 are becoming a global concern as 
greenhouse gases have the greatest impact on environmental problems.

Nevertheless, choosing the right methods to predict CO2 emissions depends on a 
wide range of factors that involve both qualitative and quantitative variables.
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11.2 THE DATA COLLECTION

A fleet of 74 vehicles of different categories was studied for one year with 56 
different drivers. The company in question is an innovative olive oil industrial 
company in the Moroccan agri-food sector. For more than 50 years, data on the 
consumption of diesel fuel have been taken on a sample of 28 vehicles of different 
brands with a GVWR of 3, 5 tons up to 40 tons, the tracking operation by Global 
Positioning System (GPS), and Tachograph disk was essential in the speed and 
acceleration recording stage. For this, tracking two trailers of 19 tons and 40 tons 
is enough.

The purpose of this section is to assess the impact of a combination of factors 
on energy consumption with dynamic traffic conditions. On the basis of the results 
obtained, we can deduce the nature of the instantaneous emissions.

11.3 METHODOLOGY

11.3.1 mesosCopiC modeliNG

In order to estimate emissions, three different approaches have been defined in 
recent years: macroscopic, mesoscopic, and microscopic.

The macroscopic view is an overall panoramic view of the entire logistics chain 
of the company, based on knowledge of the company’s fleet vehicle, delivery quanti-
ties, subcontracting of means of transport, alliance strategy with other companies, 
and the use of global network parameters such as the values of the slope of the road, 
the nature of the journey, etc. [4–6].

The accuracy of this view is low, because no information is taken into account 
concerning the characteristics and the specific power of each vehicle, the speed, the 
loading rate, the acceleration time, the deceleration time, etc. For this reason, the 
minimization of energy consumption does not simply depend on the macroscopic 
approach; there are other factors related to vehicles, to driver behavior, and to the 
road and climate that are much more relevant to take into account.

The mesoscopic view is a reduced view compared to the macroscopic view, 
focused on a targeted process, builds synthetic training cycles, and is an interesting 
alternative to microscopic models if detailed data on speed and acceleration are not 
available [7].

The microscopic view can significantly improve the emission estimate, but it is 
generally applied to a subset of network links (100 km) because it requires a large 
amount of input data [8].

The linear relationship between two variables is usually explained by a linear 
regression model [9]. Linear regression was the first type of regression analysis to 
be rigorously studied and used extensively in many practical applications. So, at the 
mesoscopic level, we chose to evoke the model 1, which reflects the impact of the 
vehicle class on energy consumption, and model 2 which explains the impact of FP, 
age, GVWR, and EW.

Finally, in the microscopic view, we generated the model 3, which is interested 
in studying the impact of speed and acceleration on fuel consumption; these two 
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parameters reflect the impact of driver behavior on consumption without forgetting 
obviously the social aspect in the control of the traffic standards and the manage-
ment of the risks of the road.

11.3.1.1 Mesoscopic Factors Affecting Energy Consumption
The Pearson (ρ) factors of GVWR, FP, and EW successively presented in Table 11.1 
are (ρGVWR = 0.963), (ρFP = 0.954), and (ρEW = 0.961), and they show the level of 
impact of each variable on consumption. The values of ρ > 0.7 are close to the cor-
relation line, which indicates a strong linear relationship between the variables, 
whereas the Vehicle Age (ρAge = 0.121) has a low correlation coefficient, which us 
allows to neglect this variable in future considerations.

Bivariate correlation analysis and multiple regression analysis have been applied 
throughout this section; however, the bivariate correlation analysis reflects how the 
two variables are correlated, but the presence of a strong correlation between two 
variables does not assert a causal relation. To check if there is a cause-and-effect 
relationship between the variables, we must take into account the effects of the inde-
pendent variables, and this is done by multiple regression analysis.

A multiple regression model is a linear model with multiple predictors or regres-
sors [10]. The purpose of multiple regression is to learn more about the relationship 
between several independent variables and a dependent variable. In general, multiple 
regression analysis allows the researchers to ask the following question: What is the 
best predictor of…?

Also, the multiple regression analysis allows us to integrate the variation of 
several variables in the same analysis and to isolate the effects of single independent 
variables.

In this section, we will analyze the quality of the obtained models (1 and 2) 
through the study of the R or R-squared indicator and the F test, which helps us to 
compare the predicted values of the dependent variable with the real values.

The values of R and R-square are between 0 and 1, the value of R-square is impor-
tant, and the model explains the phenomenon. In our case, the R-square of model 1 
is 0.927 and of model 2 is 0.988, which means that the explanatory variables of 
models 1 and 2 contribute 92.7% and 98.8%, successively to the variable to explain, 
namely energy consumption. In general, if the R-square value is greater than 0.3, we 
can confirm the results.

TABLE 11.1
Correlation between Variables

Ratio (L/100 km) GVWR (T) Age FP EW(T)

Pearson 
correlation (ρ)

Ratio (L/100 km) 1.000 0.963 0.121 0.954 0.961

GVWR (T) 0.963 1.000 0.085 0.965 0.899

Age 0.121 0.085 1.000 0.032 0.212

FP 0.954 0.965 0.032 1.000 0.900

EW (T) 0.961 0.899 0.212 0.900 1.000
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The R-squared values for both models show good explanatory and predictive capa-
bilities of the models according to Table 11.2. Whether the most recent contribution 
shows a significant improvement in the prediction capacity of the regression equa-
tion, we must see the value of the variation of F and its significance value. In both the 
models, we notice that the variation of F is very significant, which allows us to say 
that the regression equation is significant and the explanatory variables contribute 
very significantly to the ratio variable scores (L/100 km) of energy consumption.

Before moving on to standardized regression coefficients, one has to analyze the 
model validity through the examination of residues, more particularly the Durbin–
Watson test (DW), and the examination of graphs, for that the last column of Table 11.2 
presents this test.

The test (DW) is used to evaluate the relationship between the residues and the 
errors. The test value varies between 0 and 4, and it will confirm or invalidate the 
hypothesis of independence between the residues to ensure that the residues are not 
correlated. It is necessary that the value of test of DW is close to 2, that is, to say in 
absolute value between 1.50 and 2.50. In our case, the DW test indicates a value of 
2.022; this is a limit value in the safety interval that confirms that the residuals are 
not correlated and that the regression model is valid.

Following the mesoscopic analysis of the consumption of vehicles, models 1 and 
2 help to predict the consumption envisaged, and at this level, the decision to pur-
chase a new vehicle or subcontracting and route choices are essentially related to the 
technical characteristics of the vehicle, which can increase or decrease the consump-
tion according to the strategic decision taken.

After the validation of the models, we will analyze the relationship between the 
explanatory variables and the variable to be explained through the standardized 
regression coefficient Beta, student test, and significance test. Table 11.3 contains 
the Beta regression coefficients, student test, and significance test. The standardized 
Beta coefficient is interpreted in the same way as the Pearson regression coefficient, 
so if Beta is less than the absolute value of 0.29, the effect is low; if Beta’s absolute 
value is between 0.3 and 0.49, the effect is medium; and if Beta is greater than the 
absolute value of 0.5, the effect is strong. Student’s T test is used to test the signifi-
cance of a regression coefficient. In Table 11.3, the coefficients show that the vehicle 

TABLE 11.2
The Contribution of Different Predictors

Models R R-Squared
R-Squared 
Adjusted

Standard 
Estimation 

Error

Edit Statistics
Durbin–
Watson

R-Squared 
Variation F Variation

Sig of F 
Variation

1 0.963a 0.927 0.924 2.41 0.927 340.519 0.000

2 0.988b 0.976 0.972 1.46 0.049  16.288 0.000 2.022

a Predictors: (Constant), GVWR (T)
b Predictors: (Constant), GVWR (T), Age, EW(T), FP
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GVWR for model 1 has a large effect on consumption and for model 2 the GVWR 
and EW have a significant effect with a p-value <0.01; however the Age and the FP 
do not have a significant impact. In summary, the highest Beta coefficient has a big 
impact on the energy consumption.

After taking into account all of these aspects, the regression analysis was carried 
out to evolve models 1 and 2 with its four parameters, the estimated coefficients, and 
the associated statistics that are displayed in Table 11.3.

The prediction according to model 2 (R2 = 0.9758) compared to model 1 (R2 = 0.927) 
is closer to reality according to Figure 11.1, so, the consumption is not simply related 
to the vehicle weight, but there are other vehicle characteristics that influence the 
consumption on the road.

TABLE 11.3
The Functions of the Multiple Regression Models 1 and 2

Models
Unstandardized Coefficients Standardized Coefficients

t Sig.B Standard Error Beta
1 (Constant) 14.744 0.706 20.895 0.000

GVWR (T)  0.550 0.030  0.963 18.453 0.000

2 (Constant)  8.260 1.531  5.394 0.000

GVWR (T)  0.232 0.072  0.406  3.195 0.004

Age −0.032 0.052 −0.022 −0.625 0.538

FP  0.119 0.134  0.118  0.891 0.382

EW(T)  2.188 0.706  0.494  6.033 0.000
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FIGURE 11.1 Model deviations from the actual model.
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The nonstandardized coefficients allow us to reconstruct the equation of the 
regression line of models 1 and 2, so in this case, the following equations are 
construed:

Model 1: Y1 = 0.55 × GVWR + W 14.744
Model 2: Y2 = 0.232 × GVWR + 0.119 × FP + 2.188 × EW − 0.032 × Age + 8.260

11.3.1.2 Microscopic Factors Affecting Energy Consumption
According to Wisetjindawat et al. [11], microscopic modeling aims to collect data 
parameters such as flow, density, speed, travel time, long queues, stops, pollution, 
fuel consumption, and shock waves. The characteristics of this modeling were based 
on the vehicle tracking models, the lane change models, and the causes of disruption 
of individual drivers [12, 13].

The database used is recovered from a Moroccan industrial company with a fleet 
of vehicles. These data allow the study of the impact of the vehicle class GVWR, 
EW, FP, and age with the models 1 and 2, as well as the speed and acceleration with 
model 3, according to Table 11.4.

Fuel consumption and emissions are strictly related to speed and acceleration 
profiles that often depend on two categories of parameters: traffic conditions and 
driving behavior.

The first category includes the maximum speed limit and the theoretical 
acceleration rate, which vary according to the characteristics of the infrastruc-
ture, the actual speed, the acceleration rate, and the number of vehicles that 
stop due to congestion and the flow of the road network. The second category 
considers the different driving behaviors of the users; from a physical point 
of view, driving behavior is represented by speed-time and acceleration-time 
charts.

Analyzing the entire fleet vehicle is not obvious because of time consumed and 
the variety of behaviors of drivers, which can generate more error in the develop-
ment of model 3; for this reason, the registration of 118 catches of two categories 
of vehicles (V1 = 19 tons and V2 = 40 tons) is sufficient to provide a multivariable 
function (speed, acceleration) showing the level of impact of each factor on energy 
consumption and CO2 emissions.

TABLE 11.4
Summary of Model 3

Model R R-Squared
R-Squared 
Adjusted

Standard 
Error of 
Estimate

Edit Statistics
Durbin–
Watson

R-Squared 
Variation F Variation

Sig. of F 
Variation

3 0.812a 0.659 0.650 1.74243% 0.659 73.343 0.000 0.950

a Predictors: (Constant), γ (m/s−2), Vmax (km/h), GVWR (T).
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To achieve this plan, speed optimization has become a typical way to improve 
fuel efficiency, as it would reduce engine power or fuel consumption three times 
faster [14].

The linear relationship between a response variable and several predictors is 
explained by several linear regressions, However, in many practical applications, 
multiple predictors may be associated with a response variable [15].

Multiple regression analysis was considered as a way to describe the relation-
ship between energy consumption and a plurality of predictors (GVWR, speed, and 
acceleration); this relationship can help predict the response variable (energy con-
sumption) according to Table 11.5.

The general formula obtained in the microscopic level is:

 Y  30,545   0.278   GVWR   0.057   Vmax   0.168   3 = + × − × + × γ  (11.1)

11.4 RESULTS AND DISCUSSION

Macroscopic modeling describes intersections at a low level of details [12], similar 
to the discussion in Demir [16] that speed has a significant effect on fuel consump-
tion, and an optimal speed could lead to improved reduction of CO2 emissions.

According to articles from authors [5, 17–20] the effect of driver behavior on 
diesel fuel consumption, engine types, speed, and acceleration were considered 
the main factors; thus, transport-related CO2 emissions are affected by various 
vehicle type conditions (engine power, torque, fuel type, aerodynamic drag coef-
ficient, etc.), the characteristics of the delivery operation (type of road, slope, 
vehicle speed, load, etc.) [21], psychological factors of the driver (personality 
traits) [22], attitudes and intentions [23], and risk taking [24] in studies deal-
ing with fuel savings and emission reductions. In addition, other variables also 
affecting CO2 emissions include traffic, driving style [25], and weather condi-
tions [26].

Validation of models 1 and 2 were performed between the predicted regres-
sion equations for predicted consumption and measured consumption according 
to Figure 11.2 and Figure 11.3 (mod 1 test and mod 2 test). To test the regression 

TABLE 11.5
The Multivariable Function of Model 3

Model
Unstandardized Coefficients Standardized Coefficients

t Sig.B Standard Error Beta
3 (Constant) 30.540  1.055 28.938 0.000

GVWR (T)  0.278  0.023  0.981 12.223 0.000

Vmax (km/h) −0.057  0.016 −0.276 −3.510 0.001

γ (m2/s)  6.168 21.610  0.016  0.285 0.776
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equations, validation was performed by multiple correlation for 28 types of vehi-
cles. From the result obtained, the regression equation predicted by model 1 gave a 
strong R2 = 0.9265, so model 2 is getting the R2 = 0.9265 to R2 = 0.9758; this varia-
tion of 0.0493 appears significant.

FIGURE 11.2 Predicted values compared with the real values according to model 1.

FIGURE 11.3 Predicted values versus real values by model 2.

9781032347899.indb   109 04/04/22   3:53 PM



110 Internet of Everything and Big Data

The high correlation confirmed that the predicted fuel consumption was reli-
able and efficient, indicating that the expected consumption of the multiple 
linear regression was similar, accurate, and efficient, confirming that the fuel 
consumption predicted by the multiple linear regression was similar to the mea-
sured one.

Model 3 presents R2 = 0.659 that is less than model 2 with R2 = 0.9758, which 
shows that variables such as acceleration and speed generate noisy and unstable 
environmental conditions if taken into consideration.

When comparing the fuel consumption of a quiet motorist and an aggressive 
driver, who drives too fast, accelerates more than necessary, brakes suddenly, 
changes gears continuously, etc., we can obtain a difference up to 20% on the road 
and 40% in the city according to [27, 28].

Model 3 is related to the type of transmission, as it was mentioned the optimal-
ity can be achieved with an automatic transmission of speed not to leave room for 
unnecessary changes on the part of the driver.

This model is less controllable, that is to say the vehicle fleet manager can educate 
drivers by offering training, for example. However, he will never be able to fully 
control the driving behavior on the road.

The type of driver is unfortunately not considered in any of the existing calcula-
tion methods because of its difficulty to control a dynamic agent.

11.5 CONCLUSION

Regression analysis can be used for both forecasting and controlling a product 
or process characteristic that is essential to quality based on a set of key process 
parameters.

Although the use of regression analysis for prediction purposes is highly respon-
sive, this is not the case for controlling process variables.

When planning a trip, it is essential to find the best route to take based on environ-
mental conditions, condition of vehicles, driver, tonnage, destination infrastructure, 
and schedule, which influence safety and real-time travel.

Controlled vehicles already constitute a relatively large database in which the 
conditions of use and operation are known in detail. In addition, these vehicles, 
being “in circulation,” are an excellent “sensor” for measuring traffic conditions.

Analysis of their speed profiles allowed to us to describe to some extent driving 
conditions and vehicle flow, considering the diversity of driver behavior.

The vehicle driver has a major role in minimizing the emissions recorded in the 
same period of traffic with the same category of vehicle. Making a sustainable opti-
mization of road transport of goods is a combination of the strategic decision of 
transport manager and an operational decision carrier.

The strategic decision is ensured by the choice of the optimal route in terms of 
safety, speed, and cost. On the other hand, the operational decision is directly related 
to the carrier behavior related to its responsiveness, acceleration, deceleration, brak-
ing and concentration code compliance of the road, and the transmission of informa-
tion to the actors of the chain when it is necessary.
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12.1 INTRODUCTION

Energy efficiency of buildings is a hot topic. In Morocco, a lot of researchers are 
interested in this topic because buildings are the biggest energy consumer before 
transportation and industry. It also represents 25% of national carbon dioxide emis-
sions. [Abarkan, 2014]

Energy efficiency is considered today the fourth-largest energy source after fos-
sil fuels, renewable energies, and nuclear energy. The ambition of the Kingdom of 
Morocco is to ensure a better use of energy in all areas of economic and social activity, 
considering the need to rationalize and decrease the consumption of energy to meet 
the growing energy needs of our country. [Law 47-09 on Energy efficiency, 2015]

Buying economical household appliances is not sufficient, since much of the elec-
trical consumption of a piece of equipment depends on how it is used and maintained 
throughout its life. [ADEREE, (n.d.)]

The phenomenon of limescale formation occurs in cold water urban distribution 
systems and more intensively in the heat transport circuits of industrial plants and in 
hydraulic devices that produce or use hot water.

The technological and economic consequences of scaling are varied:

• Loss of efficiency due to the insulating power of limescale, which increases 
the energy consumption (10 mm of limestone on the electrical resistance 
can increase losses up to 50%). [ASPEC SERVIGAZ, (n.d.)]

• Shortening of the life of the already expensive equipment.
• Rise in the temperature of the appliances with the risk of destruction by 

overheating.
• The malfunction of the hydraulic devices.
• A progressive reduction of the pipe sections with an increase of pressure 

losses or even their obstruction.
• In addition, tartar in large quantities is an agent promoting the development 

of certain bacteria such as Legionella. [Hadfi, 2012]

Our research work, conducted by the Mohammadia School of Engineering 
(Mohamed V University of Rabat), begins with the measurement of the hardness 
of drinking water in four regions in Morocco. Then, we try to find, theoretically, 
the conditions that minimize the quantity of limescale in hot water considering the 
comfort and health of the occupants of the building.

Subsequently, we will show experimentally that drinking water which contains 
the higher quantity of limescale (higher TH) will require more energy to heat.

Finally, we will lead a comparative study about the energy consumption of the 
various hydraulic devices of a building using different waters.

12.2 RELATED WORK

There are very few published research reports on the energy impact of limestone on 
home appliances.
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Lerato Lethea (2017) has studied the impact of water hardness on the energy con-
sumption of geyser heating elements. That study proved that the scale formation of 
1.5 kW and 3 kW geyser heating elements because of high total water hardness that 
raised the energy consumption by about 4% to 12%. It proposed an energy-efficient 
electronic descaling technology. In my opinion, it is a good thing, but it is necessary 
to act before the scale is left in large quantities. We suggest, therefore, a softener 
which slows down scaling.

On the other hand, Konstadinos Abeliotis (2015) studied the impact of water hard-
ness on consumers’ perception of laundry in five European countries. He showed 
that the hardness of water is a key factor in the success of the washing process. For 
the first time, a research study was conducted in five European countries that aimed 
at identifying consumers’ perceptions about the effect of water hardness in washing 
performances. The results indicate that satisfaction with the washing result depends 
on the hardness of water.

In the same study, we observe that the use of softened drinking water in house-
holds has several positive effects, such as the reduction in energy consumption.

In the same context, Bruce A. Cameron (2011) worked on consumers’ detergent 
considerations: hard water laundering—How much additional detergent is needed?

He showed that liquid detergents wash in both fresh and hard water. Powdered 
detergents were more efficient than liquids in fresh water. The hardness of water 
affected powdered detergents and, depending on the type of detergent, 10% to 15% 
to over 30% additional detergent was needed to achieve a similar result to that of 
fresh water.

Additionally, researchers studied the effect of all appliances that use hot water.

12.3 WATER HARDNESS MEASUREMENT

We will begin this work by measuring experimentally the hardness of drinking 
water in four regions of Morocco. The hardness, called the hydrotimetric title (TH), 
corresponds to the totality of the calcium and magnesium salts:

 TH    Ca     Mg2 2=   +  
+ +  (12.1)

12.3.1 equipmeNt

The equipment that has been used in this study is the material that allows the experi-
mental determination of the TH hardness of water:

drop sensor—LabQuest interface—Eriochrome black T (NET) —
tetra-acetic ethylene diamine (EDTA) —buffer solution 5 mL —
Erlenmeyer 250 mL—magnetic stirrer and stir bar.
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12.3.2 method

The method to determine the total hardness of water is based on complexation assays 
to form very stable complexes between a central ion (calcium, magnesium) and an 
EDTA ligand.

In a 250-mL Erlenmeyer flask, Vwater = 50 mL of drinking water to be analyzed 
is added, 5 mL of the buffer solution and one drop of NET indicator are added, and 
then, the mixture is titrated with EDTA solution. The shift is reached when we see 
the royal blue color.

The equivalence relation is written as:

 EDTA .V   Ca     Mg .Veq
2 2

water( )[ ] =   +  
+ +  (12.2)

Veq is volume of equivalence.
It is shown that the TH in French degree unit, noted °F, is written as:

 TH   5.08.V mLeq ( )=  (12.3)

12.3.3 results

The results obtained for the samples from four regions in Morocco are presented in 
Table 12.1.

12.3.4 disCussioN

Water hardness depends on where you live and on the soil geology of your area. This 
is why it is important to be well informed on this subject; otherwise, you will deal 
with a lot of inconveniences caused by limescale. [Union française des profession-
nels du traitement de l’eau, (n.d.)]

Limescale is naturally present in water. Its presence in small or large quantities 
depends on the nature of the terrain crossed. In Table 12.1, it can be seen that water 
E1 is hardest. It contains the higher quantity of limescale compared to the waters of 
the other regions. Water E4 is the softest.

Hard water causes scaling of distribution networks and excessive consumption of 
detergent; fresh water can cause the pipes to corrode. So, water hardness should be 
moderated to ensure an acceptable balance between corrosion and scaling. [Sante 
Canada, 1979]

TABLE 12.1
TH Values of Four Regions in Morocco

Water Sample E1 E2 E3 E4

TH in °F 41.60 28.48 28.00 10.24

Nature of water Very hard Hard Hard Soft
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12.4  STUDY OF THE EFFECT OF TEMPERATURE 
AND PH ON LIMESCALE FORMATION

We will study theoretically limescale dissolution according to temperature T and pH.

12.4.1 material

In this study we will use MATLAB® software.

12.4.2 method

To study limescale dissolution at temperature T and pressure p, it is assumed that:

• Limescale is assimilated to calcium carbonate CaCO3(s).
• The liquid phase is in equilibrium with the gas phase with respect to carbon 

dioxide exchanges.
• The ions’ activities are almost equal to the ions’ molar concentrations. 

[Cortial, (n.d.)]

The following reactions come into play:

 CaCO s    Ca  CO K : solubility product3
2 2

S3 ( )( ) = ++ −

 CO  2H O  HCO  H O K : acidity constant 12 2 3 a1( )+ = +− +

 HCO  H O   CO  H O K : acidity constant 22 3
2

3 a2( )+ = +− − +

The solubility S of calcium carbonate is defined by [Cortial, (n.d.)]:

 S    CO     HCO     CO2
2
3[ ]= +   +  

− −  (12.4)

We can show that:

 S    10  10  10X 2.pH Y pH Z 0.5( )= + +− − −  (12.5)

Where, X = pKa1 + pKa2 − pKS

Y = pKa2 − pKS

Z = pKS

12.4.3 results

The numerical values of the parameters for different temperatures are presented in 
Table 12.2. [Cortial, (n.d.)]
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Figure 12.1 shows the representation of the solubility as a function of pH for dif-
ferent temperatures in the MATLAB environment.

12.4.4 disCussioN

Temperature has a significant influence on the solubility of calcium carbonate. The 
latter increases the presence of carbon dioxide. Indeed, the increase in temperature 
decreases the amount of dissolved carbon dioxide and causes the precipitation of 
calcium carbonate. [Hadfi, 2012]

From Figure 12.1 we notice that pH rise favors the formation of limescale, and 
the increase in temperature favors the precipitation of calcium carbonate. To mini-
mize the quantity of the formed limescale and ensure comfort to the occupants, you 
should thus adjust your appliances to moderated temperatures between 55°C and 
60°C, and the water pH should be between 6.5 and 7. [Health Ministry, 2006]

TABLE 12.2
Values of Parameters

T(°C) pKa1 pKa2 pKS X Y Z
 0 6.83 10.63 8.022 9.191 2.608 8.022

25 6.368 10.33 8.341 8.357 1.989 8.341

50 6.296 10.17 8.625 7.841 1.545 8.625

75 6.186  9.99 8.862 7.314 1.128 8.862

FIGURE 12.1 Solubility of limescale as a function of pH for different temperatures.
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12.5  EVOLUTION OF THE ENERGY SUPPLIED TO WATER  
ACCORDING TO TEMPERATURE

We will study the evolution of the energy supplied to water as a function of tempera-
ture for different TH values.

12.5.1 equipmeNt

Here is the material that makes this study possible:

calorimeter—temperature sensor—LabQuest chain acquisition—computer—
resistor 3Ω—four drinking water samples—graduated cylinder—6-V voltage 

generator—multimeter—magnetic stirrer and stir bar—connection wires.

12.5.2 method

Figure 12.2 shows the experimental setup.
The energy supplied to the water is calculated using the following relation:

 E   R.I . t2= ∆  (12.6)

Where, R is electrical resistance.

I is current intensity (A).
Δt is required duration.

We repeated the experiment for the other samples.

FIGURE 12.2 Experimental device.
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12.5.3 results

Figure 12.3 shows the obtained experimental results.

12.5.4 disCussioN

In Figure 12.3, the curves do not evolve in the same way because of the water hard-
ness. Indeed, the harder the water, the more energy is required to get to the appara-
tus’ temperature of use.

Consequently, drinking water E4 (harder) requires more energy to heat water at 
the temperature of use of the device.

12.6  COMPARISON OF ENERGY CONSUMPTION 
IN THE BUILDING IN TWO CASES

In this comparative study, we will estimate the annual energy consumed by the 
hydraulic apparatus of our building in two extreme cases: water E4 of hardness TH4 
and water E1 of hardness TH1.

12.6.1 deviCes

We looked at the domestic appliances of a four-person house: dishwasher, washing 
machine, electric kettle, electric water heater, and coffee maker.

FIGURE 12.3 Evolution of energy supplied to water as a function of temperature T.
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12.6.2 method

The energy required to heat a volume V of water from temperature T1 to temperature 
T2 per cycle of each apparatus is calculated using the following relation:

 E  R.I . t.V/Vcycle
2

0= ∆  (12.7)

Where, V is volume of water used by the device during a cycle.
V0 is volume of water used during the experiment.

Annual energy is deducted for each device by inducing the frequency of use:

 E  365.f.R.I . t.V/Vannual
2

0= ∆  (12.8)

Where, f is frequency of use of the device per day.

12.6.3 results

In Table 12.3, we can read the appliances of a four-person house.

12.6.4 disCussioN

It is confirmed that the annual consumption for hard water is higher. The relative 
difference between the two previous energies is written as ΔE/E =38.85%. More than 
38% of the energy consumption of a building’s hydraulic equipment can be reduced 
if E4 water is used instead of E1 water. We note that with fresh water we consume 

TABLE 12.3
Appliances’ Annual Consumption

Character
Appliances

Volume of 
Water/Cycle

Operating  
T (°C)

Frequency of 
Use(D−1)a

Consumed Annual 
Energy in MJ

Water E4 Water E1
Dishwasher 20 L  50 1 11.33 19.33

Washing machine 50 L  40 0.5 9.16 14.16

Electric kettle  1 L 100 4 12 18.93

Coffee maker 0.5 L 100 1 1.50 2.36

Electric water heater 80 L 60 2 133.33 218.66

Note: Total annual energy for E4 is 46.38 kWh. Total annual energy for E1 is 75.85 kWh
a Average values were derived from the devices’ catalogs.
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less energy, thus it reduces the electricity bill of our building. Further, the reduction 
of limescale in water also extends the life of our devices and reduces the frequency 
of maintenance of these devices.

12.7 CONCLUSION

The results show that it is preferable to introduce a water filtering system (softener), 
especially in areas where water is hard or very hard. This will be applied to the 
building’s water supply to reduce the energy bill, extend the life of hydraulic instal-
lations, reduce the frequency of maintenance, make soap and detergents more effi-
cient, and improve the quality of drinking water.

To ensure the energy efficiency of buildings, it is necessary to do the following:

• Know the TH of drinking water used in the building.
• Know the effects of parameters that favor the formation of limescale.
• Choose the class of devices used in the buildings.
• Properly use and adjust devices.
• Install a softener, etc.

12.8 PERSPECTIVES

• Studying the profitability of a softener in the same building.
• Analyzing the consequences of the replacement of an electric water heater 

by a solar one.
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